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In a prior publication (these Berichte, 1889, pp. 157-176), |dhahdy developed
some theorems on systemsRfaff equations. | started from the fact that every such
system admits two different conceptioriec( cit, pp. 158). Namely, one can first
consider it to be a system of differential equatidng,secondly it can also be interpreted
by saying that it determines a family of infinitely mamfinitesimal transformations.
The basic idea of my paper consisted of the fact tleahployed that double nature of
systems ofPfaff equations in order to define systems of equations thaneaeantly
coupled with a given system Bfaff equations.

The fecundity of the method that was used has beapnte clear to me in the
meantime. In what follows, | would like to communicatane new theorems to which |
have arrived by applying that method. However, befor@varon to the derivation of
the theorems in question, | will summarize a seriegesferal remarks in & on the
concept of “systems d¢¥faff equations.” Thus, & contains nothing new, but only serves
to orient one for what comes later.

§1.

Let:
(1) dmk—zm:a#mk(xl,...,xn)d)& =0 k=1,....n=-n)

be a system ofi — mindependenPfaff equations in the variablesx,, ..., x, . If we
interpret thedx, ..., dx, in it as the infinitely-small increments that teriablesx, ..., X,
experience under an infinitesimal transformatioantlour system (1) will determine a
family of infinitesimal transformations. When oemploys the abbreviation:

onf & of
Ayf=—+3a, =1, ...m),
axﬂ JZ H Jaxwwj

the most general infinitesimal transformation cfttfamily will take the form:
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in which they, denote arbitrary functions af, ..., X, . The symbol (2) is then basically
just a new analytical representation of the systéRfaff equations (1).

One can also link the system (1) with an intuigpieture. Namely, every point in the
space of, ..., X, will be assigned a plane bundlecdf directions of advancex, ...,
dx, by equations (1). If one imagines an associatedlle of directions of advance at
each point in space then one will obtain a figina is the precise geometric image of the
system (1). One will arrive at the same figureuralty when one imagines constructing
all of the directions of advance at each point pace that assign the totality of all
infinitesimal transformations (2) to the point.

In what follows, we will often apply that geometinterpretation of the system (1),
which goes back thie.

The system of linear partial differential equasion

3) Af=0, ... . Anf=0

is invariantly coupled with the family of infiniteeal transformations (2), and therefore
with the system (1), as well, and indeed that aoagplk one-to-one and invertible. For
that reason, in many cases, one can operate wtsygtem (3), and the result can then be
immediately adapted to the family of infinitesimiednsformations (2) and the system (1).

It is obvious that the geometric interpretationtlod system oPfaff equations (1) is
also applicable to the system of linear partidiedéntial equations (3).

In what follows, we would like to assume that the system ofdefadtiong1) is not
integrable without restriction.That demand stems from the fact thatrthequations (3)
cannot define a complete-parameter system. In other words, the expressions

(2,2, (wv=1,..m

cannot all vanish identically.

Finally, we would like to introduce a terminolodfyat is quite convenient in many
cases. Namely, when two infinitesimal transforomagiY f andZ f are related to each
other in such a way thatf can be represented in the form:

(4) Zf:Yf+i¢ﬂ(x1,...,>g)2l/,f,

then we would like to say that those two infiniteal transformations are congruent as
moduli relative ta(, f, ..., 2, f, so we write the congruence:

Zf=Yf (mod2(1 f, ..., A, f)
in place of equation (4).
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§ 2.

We choose any of the infinitesimal transformationtheffamily (2), say, this one:
Uf=>u,(%,.... %) Af,
H=1

and apply it to the system of equations (3). ht thay, we will obtain a system:
5) A, f+ot @A, U)=0 w=1,..m

that is infinitely close to the system (3) and whis invariantly coupled with the system
(3) and the infinitesimal transformatidhf ; it is, so to speak, a simultaneous covariant of
the two.

If the systems (3) and (4) are coupled with eattterothen that will imply a new
system of equations:

A, f=0 QLU =0 (=1, ..,m),

and due to the congruence:

R, U) = Zm:uv (A, A) (mod&Ay f, ..., AT,

it can take the form:

(6) 2, f=0, Up (A, A1) + .o +Un A, A) =0 @=1, ...,m),
or when we set)(, 2,) =B, f, the form:

(6") 2A,f=0, U Byif+ ... +unB,mf=0 w=1,..m).

It is self-explanatory that this system is alsarauttaneous covariant of (3) ardl f, or
what amounts to the same thing, a simultaneousieonaf (1) andJ f.

We would like to express the results obtained semae differently.

Namely, ifdx , ..., dx, are the infinitely-small increases that, ..., X, experience
under the infinitesimal transformatithf then equations of the form:

dx;=u; D, ..., dx%, = uy, Ot
will exist, and in addition:

Dk = D0y i X, k=1, .. .n—m).

v=1
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If we now imagine that equations (1) determine the mostemge infinitesimal
transformatiorlJ f that belongs to the family (2) then we will see thikowing: Instead
of saying “the system of equations)(@& coupled invariantly with the system (1) and
with the infinitesimal transformatiod f,” we can also say “by combining the equations:

(7) Q[/,fzo, Ul%ylf++Um%/[mf:0 (U:l,,m)

with the equations (1), we will obtain a system of empuat that is invariantly coupled
with the system (1).” Hence, we have the:

Theorem 1:

The system of Pfaff equations:

1) dx,mk—Zm:a#mk(xi,...,xn)d);lzo k=1, ...n—-m

is invariantly coupled with the system of equations

X = D8 el Koo %) 5 =0,
H=1
2l,f=0, dx®B, f+--+dxB, =0 (k=1.. ,n- mu=1.,m

(8)

In this, 2, f andB,, f mean expressions of the following form:

Q[;Uf_ _+Za#m+ka>ﬂﬂ
+k

%Vf_gl 2 avm+ V m+
H (/1 Z( u k ,u k)axm+k

The system (1) should not be integrable withostrigion, so the expressiof,, f

should not all vanish identically. It follows frothis that as long as one does not assign
entirely special values to tltbq , ..., dxy, there will not be more tham of equations (7)
that are mutually independent. We can then asshatethe system of equations (7)
contains preciselyn + h > mindependent equations for general valuedxgf ..., dx,, or
what amounts to the same thing, that in facthe# (L)-rowed determinants in the matrix:

m

Ddx, 0By, X, 2, d[B, X
(9) v=1 v=1

m

Ddx, BB, %, >, dx[B, X
v=1

v=1
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vanish identically, but not dfFrowed ones.

We shall try to interpret the system of equations (8itinely.

Letxs, ..., X, be a point in general position, anddet , ..., dx, be a system of values
that satisfies equations (1), although we would next tikadsume that not ditrowed
determinants in the matrix (9) vanish for the valuedxf ..., dx, in question. We then
consider any directiodx, : ... : dx, in general position in the bundle of"* directions
that is associated with the poiat, ..., X, by the system (1). The system of equation (8)
reduces to (7) for the chosen system of vatligs ..., dx,. With the assumptions that
were made, the latter includes precisaly h independent equations, so the paint...,

x, will be assigned a plane bundle ®*"* directions that obviously go through the
aforementioned bundle of™* directions. That then implies the following:

If B is the plane bundle o™ directions that is assigned to the poiat X.., X, by
the system of Pfaff equatio(ly then any direction in general position that is contained
in B will correspond to a plane bundlef™™* directions that go through B.

On the other hand, we consider a directeq, ..., dx, for which all h-rowed
determinants in the matrix (9) vanish. Such a directloviously corresponds to a plane
bundle of at most™"? directions that goes through At the same time, it is clear that
the totality of all directionslx; : ... : dx, for which the given condition is fulfilled has an
invariant relationship to the poirt, ..., x, and the bundi8. We will then get:

Theorem 2:
If all (h + 1)yowed determinants vanish identically in the mat@y, but not all h-

rowed ones, and if D ...., Dq are the h-rowed matrices that do not vanish identically
then the system of equations:

(10) Xk = D a0 dx, =0,  D;j=0 k=1,...n—-mj=1,...,0
H=1
is invariantly coupled with the system of Pfaff agns:

(1) ek = D, i AX, = 0, k=1,...n-n).

H=1
Naturally, one can also set thérowed f’ < h) determinants in (9) equal to zero,
instead of thén-rowed ones.
8§ 3.

In order to apply the results of the previous paragraphssfmecial case, we consider
a system of threBfaff equations in six variables:



Engel — On the invariant theory of systems of Pfaff equat{second communication) 6

3
(11) Ak = D 6,50, 0X, (X1, ..., %) ¥, = 0, k=1,2,3).
H=1

The system of three independent linear partial diffekatuations that is invariantly
coupled with (11) reads:

of | < of
A f=—xo+ —=0 =1 ..,3).

+k
We would further like to set:
(Q[l 2[2) = s33 f, (2[2 2[3) = 531 f, (2[3 2[1) = sBzf .

Theoreml, pp. 4 then implies that:
The system of equations:
3
A =D a,5,0% =0 (k=1,...,3),
M=l

(12) 2,=0, ”A,=0, A,=0,
dx:dx:dx=238, 5, f:B,f

is invariantly coupled with the system (11).
Now, one must distinguish three cases here, sinee niimber of mutually-
independent equations in:

(13) sBlf:O, sBzf:O, s331::0

can be either three or two or one. We would like teudis each of those cases in
succession.

I. The three equationd3) are mutually independent.

The system (11) assigns a plane buriglief «? directions to each point , ..., Xs .
Now, every direction oB is associated with a plane bundlesf directions that go
throughB by means of (12). In that way, one gets a one-to-oweytible projective
relationship between the® directions o and thex? plane bundles ab” directions that
go throughB. Theoren® on pp. 5 yields nothing here.

[I. An identity of the form:

(14) Baf=a X) B1f+a, (X) B, f
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exists betweeB; f, B, f, and B3 f, while B, f = 0and B, f = 0 are independent of each
other.

In that case, Theoregwill say that the system (11) is invariantly coupledhwie
system of foulPfaff equations:

3
A =D a,5,0% =0 (k=1,2,3)
M=l

dx,—a,dx —a, dx=0.

(15)

Any pointx, ..., xs Will be assigned a plane pencilwf directions by (15) that lies in the
bundleB that is determined by (11).

I1l. There exist two identities of the form:
(16) Bof =4, (X) B f, Bsf=L4(X) B, f.

In that case, Theorehwill yield a simultaneous system:

3
dax,,, — dx, =0 (k=1,2,3).
(17) X3k ;C‘p,yk X, ( )

dx,-B,dx =0, dx—p8,dx=0

that is invariantly coupled with (11) and the fact that g\eint is assigned a direction
that lies inB.

A family of infinitesimal transformations is defined the simultaneous system (15),
whose symbol reads:

(18) XX, oo X) Quf+ B Anf+ B Ast),

in which y is an arbitrary function. If one denotes the inéritnal transformation (18)
briefly by X f and one defines the expressidiis 2l,, 23 then upon considering the

identities (16), one will immediately find that:

XAy =0 (modA f, A f, A f) w=1273);

in other words: The systef; f = 0,20, f = 0,%3 f = 0 remains invariant under all

infinitesimal transformations of the form (18). Nallyathat is likewise true for the
system ofPfaff equations (11).
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§ 4.

Now for another application of the development§

On pp. 33get seqof my dissertation (Math. Ann. XXIII, pp. &t seq), | determined
all transformations of ann{ + n)-fold extended spac&n., under which then-fold
extended manifolds of that space will be exchanged veith @ther in such a way that
first-order contact is preserved. At the time, | foufly some very laborious
calculations) that in the case wf> 1, there were no other actual transformations with
that property than the point transformation®af, . | will now show that this result can
be obtained easily from the theorem$ i

If z, ..., Zy, X4, ..., X, @re point coordinates Ry, and one sets:

d
Y =p, (=1,..m;i =1, ...,n)
0%

then one will be dealing with the problem of finding adirsformations of then + n +
mnvariables:

Z, X, Pui w=1,..m;i=1,...n)

that leave the system ofPfaff equations:

(19 dz, - ip‘” dx =0 w=1,..m

invariant.
The system (19) corresponds to a systermof mn linear partial differential
equations that read as follows:

(20) -

onf & of
Af=—+) pi——=0,
ox le 0z
_ o
ap,ui

A, f=

Hi

=0 (w=1...m;i=1,.. n)

It then follows from Theorerh, pp. 4 that the system of equations:

dZﬂ ‘2 Ri d)l( =0,
=

(21) %Af=0, 2A,f=0,
vajizo, d)gizo w=1,...mji=1,...n
= 07, 0z,

is invariantly coupled with the system (19).
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In order to be able to apply Theor@mnpp. 5, we must define the matrix (9), which
takes the form:

in the present case, and then be must set-edwed determinants in that matrix equal to
zero and append the equations that are obtained to thexgji€@pe In that way, we will
get the following system of equations:

:O’ . d :O, d :O, dz=0
(23) { dz Z, X 7

A1:O' AO:O’

which is invariantly coupled with (19). In that systeM, ..., Ay denote them-rowed
determinants of the matrix:

(24) e

do, - dp,
but naturally, the equatiods = 0, ...,Aq = O will occur only whem < n.

Any transformation of the variableg , X , pyi that leaves (19) invariant must also
leave the system (23) invariant. Nowmf n then (23) will have the simple form:
(25) dz =0, ...,dz,=0, dx =0, ...,dx,=0.
On the other hand, i < n, but > 1 then thé will be entire functions of order two or
higher of thedp,i , and it will then be clear that a transformatioattieaves the system
(23) invariant must also leave invariant the system of tepgthat arises when one
drops the equatiorts; = 0, ...,Aq = 0. We then get:

Theorem 3:

If m> 1then any transformation of the variables % , p,i that leaves the system:
(19) dz,— > p;dx =0 @=1,..m
i=1

invariant will also leave the system:

(25) dz=0,...,d2,=0, dx =0, ..,d%=0
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invariant, and it will then be an extended point transformation of the space, z., xi,

The considerations above also imply a remarkabletrésum = 1. Namely, they
show that thé>faff system:
(26) dz- > p,dx=0
i=1
is invariantly coupled with the system:

27) dz=0, dx =0, dp =0 i=1,..,n),

and indeed that relation is obviously valid under not gestsformations of the variables
Z X, p alone, but also under all transformationg,i®y , ..., X, p1, ..., Pn, and arbitrarily
many other variables; , ..., U; . One then has:

Theorem 4:

Any transformation in the variablesx, ..., X, p1, ..., Pn, U1, ..., Ug that leaves the
Pfaff equation:

(26) dz- Zn: p,dx=0

i=1
invariant will also leave the system:

(27) dz=0, dx =0, dp=0 i=1,...n
invariant, and will then transform th2zn + 1variables zxi, ..., X1, p1, ..., Pn amongst
themselves.

Some time agoA. V. Béacklund proved thatLie’s contact transformations of the
spacez, X1, ..., X, are the only transformations of that space under wiichd extended
manifolds that havei™order contact will go to other such things (see Math.piX,297,
et seq.. Now, it is very easy to provacklund’s theorem on the basis of Theordm
and Theorem on pp. 165 of previous paper (these Berichte, 1889). | wouldlikeeto
content myself by showing that for the case of tiamsétions that preserve second-order
contact, so for the case of osculation transfoimnati One proceeds similarly in the
general case.

An osculation transformation of the spagexi, ..., X, is a transformation of the
variables:

Z X, Pi, Pk = P« (I,k=1,...,n

that leaves the systemBfaff equations:
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dz—zn: R dx =0,
(28) k=1

dp —Zn: R dx =0 (i=1...,n)
k=1

invariant. Now the system of linear partial diffatial equations:

of of of of .
—+ p|—+ i_:O, _:O (iaj :11 1n)
x Pz &P a,

is invariantly coupled with the system (28), andfsam Theoremd4 of the previous
article, also with the system:

of of _
—+p—= 0, —_=
0X, 0z op,

of _ 0. i:o i, k=1, ....n),

apji

or what amounts to the same thing: Biaff equation:

(26) dz—zn: p,dx=0.

i=1

Any transformation of the variablesx;, pi, pk that leaves (28) invariant will also leave
the Pfaff equation (26) invariant then. As a result, fromme®drem4, pp. 10, it will
transform the variables x;, ..., X, p1, ..., P @among themselves. In other words, it will
consist of an extension ofL#e contact transformation of the space;, ..., X,.

One can show in an entirely similar way that tbaptransformations of thBm.n (m
> 1) are the only transformations of that space thlee n-fold extended manifolds that
havep™ order contact to other ones.

§ 5.

We shall once more take up the general investigati
Let U f andV f be any two infinitesimal transformations of thenfty (2), and indeed:

Uf=>u,(x02,f, Vi=> v, (02, f.
H=1 H=1

That will imply that:

uv= {Zm:uﬂmﬂf,zm:vv 2A, fj
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= > u,v2,2,) (modAsf, .., Anf)

Hy=1
or

(U\/):%Zm:(u#vv—q/ V)R, A) (mod2(y f, ..., AnT) .

Hy=1

Now, if the equationy V) = 0 is invariantly coupled withl f andV f then the system of
equations:
A: =0, ....°A,f=0, uv)=0

will be a simultaneous covariant off, V f, and of the syste®; f =0, ...,%,f =0, or
what amounts to the same thing, the system of &msat

A =0, ... Anf=0, D> U, v, -y v)@,A,)=0

Hy=l

will be a simultaneous covariant Off, V f, and the system éffaff equations (1).

We can express the result somewhat differentlynmive introduce the infinitely-
small increases that f andV f experience. The increases that ..., X, experience
underU f might be calledlx , ..., dx,, and the corresponding increases undér ox; ,
..., &%,. From considerations that are similar to thersanepp. 3et seq. we find that:

Theorem 5:

The system of Pfaff equations:

ek = D, i AX, =0 k=1,...,n-n

H=1

is invariantly coupled with the system of equations:

WXk = D0 e %, =0, (k=1,..,n
H=1

5Xm+k - Za,u, mt k5x,u = O’
H=1

A,f=0, -, A f=0

i (dx, &% —dx Jx)(2A,2,) =0.

M=l

(29)
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That theorem has a simple intuitive sense. Nanfeky, i..., X,is any point, andix, ,
..., dx, and %, , ..., %, are any two directions that belong to the bundlexBf"
directions that is determined by (1) then the systeegaétions (29) will reduce to:

Af=0, -, AF=0

30 m

(30) D (dx, 0% — dx Jd x)(™A,2,) =0,
Hy=1

and the latter will obviously associate the paint ..., X, with a bundle ofo™ directions
that go througtB, in general. If one further imagines tlaxi , ..., dxnanddxy, ..., OXm
can be regarded as the homogeneous coordinates of twedal@etctions aB, and that
the dx, o, — dx, o, are the homogeneous coordinates of the plane pencilighat
determined by the two directiolq , ..., dxpand dxi, ..., Oxn then one will see the
following: Every plane pencil ob! directions that is contained Biand does not have a
special position is associated with a plane bundte™adirections that goes through

If one wishes to find all pencils that lie Bhithat do not correspond to a plane bundle
of ™ directions then one needs only to determinedtheX, — dx, &, in such a way that
the infinitesimal transformation:

Zm: (dx, 0% —dx o %)=, 2,)

Hy=l

vanishes identically. In that way, one finds ttieg defining equations of the pencil in
guestion:

> (dx, 0% - dxdx)(A,a, 0 ~A,a, ., )=0 k=1,..,n—mn.

Hy=l

Now, since it is clear from the outset that thalitt of all of those pencils is invariantly
coupled with the pointy, ..., X, and the bundI8 then that will imply:

Theorem 6:

The Pfaff system:
(1) ek = D8 (X X ) dx, =0 k=1,...,n-n
H=1

in invariantly coupled with the system of equations
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X _Zap,mfkd)& =0,
H=1

(30) 5Xm+k_2a,u,mfk5)(,u :O’
H=1

D (dx, 0% - dx I x) (A, a,n ~A,a,,)=0 (k=1..,n n.

Hy=l

If m=n — 1 then that theorem will imply the known bilinear anant of aPfaff
equation. One would strongly suspect that such a bilsteacture must also appear for
systemsof Pfaff equations; for that reason, Theorénis not really very remarkable.
Theoremb, which naturally cannot be stated in the special case ®n — 1, is all the
more remarkable since it will be meaningless in exabdy tase.




