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INTRODUCTION  
 

 The present work is dedicated to the wave mechanics of electrified material 
corpuscles and photons. 
 We begin with a succinct presentation of the theory of gravitational and 
electromagnetic fields in the general form that Th. De Donder gave them.  The utility of 
the presentation will rest upon the fact that the important considerations in wave 
mechanics are based upon the “correspondence principle” (see, pp. ?) 
 We point out the proof of the variational principle that is attached to the motion of the 
points of a continuous massive distribution when the tensor of massive stresses has a 

particular form ,

log
viz., P N

x
β

α β α
λ∂ = ∂ 

.  We likewise prove that the points of a 

continuous distribution of mass and electricity follow trajectories that extremize a certain 
integral [eq. (55) and (70)]. 
 The second chapter relates to the wave mechanics of charged massive points (without 
spin) that are placed in an arbitrary gravitational and electromagnetic field.  That theory 
will permit the study of the properties of material particles that are placed in not just an 
electromagnetic field, but a gravitational one, as well, when one can neglect the spin and 
magnetic moment of the corpuscle.  We shall show that in order to preserve the analogy 
between geometrical optics and classical mechanics, as well as the one between physical 
optics and wave mechanics, one can introduce a fifth independent variable and then 
reason in a five-dimensional space. 
 The agreement between wave mechanics and classical mechanics is the same as the 
one that relates physical optics and geometric optics.  One has a Fermat theorem for the 
rays or bicharacteristic lines that are associated with the fundamental equation that is 
nothing but the variational principle that defines the trajectories of the material points in 
Einsteinian mechanics. 
 One can then eliminate the fifth variable.  The equation that one obtains is the 
relativistic Schrödinger equation; it is likewise deduced from a variational principle.  
Thanks to that fact, Th. De Donder’s correspondence principle will then permit us to 
define a current and an energy-impulse tensor in a manner that is formally identical to the 
one that is utilized in the theory of the gravitational field.  We link that study to the 
method of operators and show that the impulse corresponds to the covariant operator h / 
2πi (), α , where (), α is the symbol for the covariant derivative. 
 In Chapter III, we will show that the second-order Dirac equations can serve as the 
basis for a theory of the electron and positron, without having to introduce Dirac’s hole 
hypothesis.  Meanwhile, it lacks certain interaction terms that yield the phenomena of 
materialization and dematerialization. 
 At the end of that chapter, one will find some remarks on the theory of the interaction 
between light and the electron. 
 Chapter IV contains a discussion of the equations of J. M. Whittaker and a 
presentation of Th. De Donder’s theory of the photonic field.  One will see that 
Whittaker’s theory cannot represent a Dirac electron.  By contrast, Th. De Donder’s 
theory of the photonic field, which utilizes those equations, will preserve its value for the 
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study of photons, which is natural, since Whittaker’s equations have the Maxwellian 
form. 
 The following two chapters are dedicated to the wave mechanics of the photon.  After 
a brief summary of the ideas that guided L. de Broglie in his research, we shall analyze 
and discuss the theory and its general principles.  We will be mainly interested in the 
mean-value densities and the mean values.  L. de Broglie gave two possible definitions 
for the mean values.  Those two definitions will be equivalent for waves that can be 
developed into a series of plane waves in all of space; they will not be equivalent in the 
general case (for a spherical wave, for example).  Only one of the definitions should be 
retained; it is the one that leads to mean-value densities with satisfactory variance 
properties.  As one knows, the agreement between wave mechanics and the classical 
theories can always come about by the intermediary of mean values.  For the theory of 
the photon, that then comes down to comparing those mean-value densities to the 
corresponding tensors in Maxwell’s theory.  That comparison will always be possible, 
thanks to certain inversion formulas that we have calculated.  Indeed, one can form 
sixteen independent linear combinations of the sixteen functions Φα, β that define the state 
of the photon.  Those sixteen combinations are the components of tensorial magnitudes, 
among which, one finds the (complex) Maxwellian electromagnetic potential and the 
(complex) electromagnetic field. 
 Conversely, it is then possible to replace the Φα, β in any formula from the theory of 
the photon with their expressions as functions of the aforementioned tensorial 
magnitudes.  One can then compare the energy-impulse tensor for the theory of the 
photon, when written in conformity with general principles of the theory, to the Maxwell 
energy-impulse tensor, when it is constructed from complex fields.  We shall show that 
those two tensors are not identical, but they differ only by terms that will “generally” be 
zero when they are integrated over all space.  In the theory of the photon, one can 
likewise write a tensor whose “principal” terms are those of the Maxwell tensor; that 
tensor will not have the canonical form of a mean-value density. 
 A particularly interesting case is that of the moments of impulse.  As in Dirac’s 
theory, the moment of impulse is the sum of two terms here: viz., the orbital moment and 
the spin.  One sees immediately an important difference between the mean-value 
densities of the total moment and the moment of the Poynting vector with respect to a 
point O.  Like the orbital moment, the moment of the Poynting vector will depend upon a 

vector OP
����

 (P is the point of application of the Poynting vector).  On the contrary, the 
spin density constitutes an intrinsic moment.  However, one can compare that spin to an 
intrinsic moment – or “momentor” – that was introduced by E. Henriot only a few years 
ago in Maxwell’s theory of the electromagnetic field.  Here, I would like to point out that 
it is my desire to compare the momentor to the spin that was the starting point for this 
work on mean-value densities in the theory of the photon.  The result is that the two 
tensors – viz., spin and momentor – are not identical, although they are similar.  
Furthermore, although in Maxwell’s theory, we must still discuss the question of 
knowing when one can employ the moment of the Poynting vector or the momentor, in 
wave mechanics, we must always take the sum of the orbital moment and the spin.  In 
addition, we shall give a relation between the moment of the Poynting vector and the 
mean-value density of the total moment, which is a relation that will permit us to find the 
cases in which the two definitions will lead to the same result.  We will then show that 
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the mean value of the proper mass will lead to a formula that is analogous to the one that 
is obtained in Dirac’s theory. 
 Finally, we shall express some of our reflections on the fundamental equation of the 
photon, the relativistic significance of the new form that it takes in theory of the photon, 
the general definition of mean-value densities, and the non-Maxwellian quantities in the 
theory. 
 In Chapter VI, we shall study diverging, converging, or stationary spherical waves in 
a deeper manner. 
 The method that is employed will permit us to obtain the general expression for the 
functions Φαβ of the spherical waves by a simple calculation of identification; that will 
then give corresponding expressions for fields, electromagnetic potentials, and non-
Maxwellian magnitudes.  Those waves, which are characterized by two integer numbers 
(l, m), will each further depend upon two arbitrary constants whose significance we shall 
discuss, along with their link to the well-known indeterminacy in the Maxwell’s theory.  
The calculation of the moment of impulse in terms of spherical waves is easy to do in 
wave mechanics and will yield some general formulas that are in complete agreement 
with the demands of the law of conservation of moment of impulse for multipolar 
emissions.  In order to agree with the well-known results of Maxwell’s theory, we shall 
deduce some theorems from those general formulas on the flux of moments of impulse 
across a closed surface that tends to infinity for diverging waves and some theorems on 
the mean values of the moment of impulse of a stationary wave.  For the flux at infinity, 
only the case of diverging dipolar waves has been calculated in Maxwell’s theory.  W. 
Heitler studied stationary waves in a very complete manner.  His results agree with our 
own; however, there are some essential differences between our methods.  We point out 
some differences in detail: We have not annulled the scalar potential a priori, and we 
have introduced two radial functions that are coupled, as in Dirac’s theory, and they seem 
to simplify the formulas.  Those formulas are written in such a way that they will remain 
valid for l = − m.  We have also let the proper mass of the photon be non-zero.  We 
conclude with some remarks on the non-Maxwellian quantities, which can transport 
energy, in principle. 
 Finally, in the last chapter, we shall develop a new theory of the interaction between 
light and matter.  We will show that the wave mechanics of the electron and the photon 
will permit us to study the elementary phenomena that relate to the interaction of a 
photon and an electron in a simple fashion, and without utilizing the quantum theory of 
fields. 
 
 This work was carried out under the direction of Professor Th. De Donder, who never 
ceased to lavish me with invaluable advice.  I am happy to be able to express my 
profound gratitude to him here. 
 I would like to warmly thank Professor L. de Broglie for the benevolent interest with 
which he examined my research into the theory of the photon, as well as for his 
comments and criticisms, which have been quite useful to me. 
 
 

__________ 



CHAPTER I 
 

MASSIVE AND ELECTROMAGNETIC FIELDS  
 
 

 1. General theory. – The theory of massive gravitational and electromagnetic fields 
that forms the basis for this chapter was presented in several works by Th. De Donder (1).  
We shall summarize the general method of that author here. 
 Space-time is defined by the set of four variables x1, x2, x3, x4, and the fundamental 
quadratic form: 

gαβ (x
1, …, x4) δxα δxβ, α, β = 1, …, 4,  (1) 

 
in which gαβ = gβα  are ten (real) functions of the x1, …, x4 ; they are Einstein’s 
gravitational potential.  The form (1) is the square of the interval between two infinitely-
close points (x1, …, x4) and (x1 + δ x1, …, x4 + δ x4) of space-time.  x1, x2, x3 represent the 
geometric variables, and x4 represents the temporal variable.  The normalized minors of 
the gαβ  will be denoted by gαβ. 
 Let M(g) be a multiplier, which is a function of the gαβ and their derivatives with 

respect to the x1, …, x4.  It is the gravitational characteristic function; it will be defined 
later on [form. (11)]. 
 Let M be another multiplier, which can depend upon physical quantities such as 

mass and charge densities, velocities, etc., in addition to the gαβ and their derivatives.  It 
is the phenomenological characteristic function; its form will be specified later on. 
 The main variational principle of gravity is expressed by the variational equation: 
 

( ) 1 4( )g x xδ δ δ
Ω

+∫∫∫ ∫ ⋯M M = 0,    (2) 

 
in which Ω is a portion of space-time upon whose boundary the variations must vanish. 
 When one varies this with respect to gαβ, while leaving the other functions that enter 
into M fixed, one will obtain the ten Lagrange equations: 

 

 
( )( )g

gαβ
δ

δ
+M M

= 0,     (3) 

in which (2): 

                                                
 (1) See [1a], [1b], [1c], [1d], and [1e]. – The bold numerals refer to the Index of Cited Authors.   
 (2) The derivatives ∂ / ∂gαβ are partial derivatives (see [1b], pp. 4).  One will have, for example: 

12
g

∂

∂
g21 = 12

1
2g

∂

∂
(g21 + g12) = 

1
2

, 

while: 

12
dg

d
g21 = 1. 
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gαβ
δ

δ
 = 

,

d

g dx gαβ γ αβ
γ

 ∂ ∂−   ∂ ∂ 
 + …  α, β, γ = 1, …, 4,  (4) 

with: 

gαβ
, γ = 

g

x

αβ

γ
∂
∂

.      (5) 

 
It goes without saying that before the operations that were indicated in (3) are performed, 
one must give the specific form of M, because M will depend upon tensors and vectors 

and rules for raising and lowering their indices can make the gravitational potentials 
appear or disappear in the functions. 
 One introduces the notations: 
 

( )g
αβT  ≡

( )g

gαβ
δ
δ
M

,  Tαβ ≡ −
gαβ

δ
δ
M

.    (6) 

 
 Equations (3) are then written: 

( )g
αβT = Tαβ .      (7) 

 
However, by virtue of the Hilbert identities, one will have: 
 

( )
,

g β
α βT ≡ 0,      (8) 

 
in which the symbol , β denotes a covariant derivative with respect to x β.  Set: 
 

Fα ≡ ,
β

α βT .      (9) 

 
 One infers the theorem of the total generalized force or the phenomenological tensor 
from (7) and (8): 

Fα = 0.       (10) 

 
 These equations generalize the equations of dynamics and the conservation of energy.  
They are consequences of (7). 
 Since they do not depend upon the form of the M

(g), one can consider them to be 

necessary relations between the functions that enter into M. 

 From Th. De Donder, the gravitational characteristic function is: 
 

M
(g) ≡ (a + bC) g− ,     (11) 
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in which a and b are two universal constants (3), and C is the Gaussian curvature 
invariant that relates to the metric (1); g is the value of the determinant || gαβ ||.  Due to 
(11), equations (7) will become (4): 
 

− 1
2 (a + bC) gαβ + b Gαβ = Tαβ .   (12) 

 
 The choice of phenomenological characteristic function depends upon the phenomena 
that one assumes to be realized in space-time.  Notably, Th. De Donder studies various 
important special cases in his Théorie des Champs gravifiques.  We shall first examine 
some results that relate to purely massive fields; we will then study the massive 
electromagnetic field. 
 
 
 2. Massive field. – Let N (x1, …, x4) denote a mass density factor and let Pαβ (x

1, …, 

x4) = Pβα (x1, …, x4) denote a massive symmetric tensor (5). 

 From Th. De Donder, the characteristic function of the gravitational field that is due 
to the masses is: 

M = − gαβ (N uα uβ + Pαβ),    (13) 

 
in which uα are the covariant components of the velocity in space-time; they are functions 
of the x1, …, x4.  One has: 

uα = 
dx

ds

α

,     (14) 

in which 

ds = + g dx dxα β
αβ      (15) 

 
denotes the interval between infinitely-close points that are both situated along the 
trajectory of a massive point.  One will deduce from (14) and (15) that: 
 

W 2 ≡ gαβ
  uα uβ = 1.    (16) 

 Equations (12) become: 
 

− 1
2 (a + bC) gαβ

  + b Cαβ = N uα uβ + Pαβ .   (17) 

 
 The theorem of the phenomenological tensor is written: 

                                                
 (3) a is a cosmic constant.  b is related to Einstein’s constant K by the relation K = – c2 / b, where c is 
the speed of light in vacuo (K = 1.87 × 10−27 cm/g). 
 (4) Conforming to the usual notations of tensorial calculus: 

Tαβ = g− Tαβ . 

 (5)  The physical significance of these functions is specified by some important theorems, and we shall 
refer to the original paper for them (see [1c], especially pp. 19).  Here, we shall say only that N is 

proportional to the usual mass density and that Pαβ will provide the massive stresses. 
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Fα ≡ M uα, β u
β + uα (N uβ),β + ,

β
α βP  = 0.   (18) 

 
 Thanks to (16) and (18), one will obtain the continuity equation: 
 

,

( )u
u

x

β
α β

α ββ
∂ +

∂
N

P  = 0;    (19) 

hence: 
Fα = −M uα, β u

β − uα uγ 
, ,
β β

γ β α β+P P  = 0.   (20) 

 If one has: 
uα

,
β

α βP  ≡ 0      (21) 

 
then the equation of continuity will become: 
 

( )u

x

β

β
∂

∂
N

= 0.      (22) 

 
 Furthermore, if ,

β
α βP  = 0 then equations (20) will simplify.  One will have: 

 
uα, β u

β = 0      (23) 
 

at every point at which N is non-zero. 
 Thanks to (14), equations (23) will give the Lagrange equations: 
 

W

xα
δ
δ

= 0,      (24) 

in which: 

xα
δ

δ
≡ 

d

x ds uα α
∂ ∂ −  ∂ ∂ 

.     (25) 

 
 Due to (16), equations (24) can then be written: 
 

21
2( )W

xα
δ

δ
= 0.      (24′) 

 
 It results from (24) that when one has (21), the trajectories of any massive point will 
be such that they extremize: 
 

W dsδ ∫  = 0, or 21
2W dsδ ∫  = 0.    (26) 

 
 (The extremities of the path of integration are assumed to be fixed.) 
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 Remarks. – 
 
 a) The four equations (24) are not independent.  Indeed, one has: 
 

W

xα
δ
δ

uα ≡ 0, 

 
because W is homogeneous of first degree in uα. 
 
 b) In the case of the incoherent fluid, one will have, by hypothesis: 
 

Pαβ ≡ 0. 

 
 The conditions ,

β
α βP = 0 will then be fulfilled, and one will have the variational 

principle (26).  However, the theorem (26) will still be valid when there are massive 
stresses, provided that they satisfy ,

β
α βP  = 0. 

 
 c) When the conditions (21) are not fulfilled, there will again exist a simple case that 
corresponds to a variational principle that generalizes (26).  Set: 
 

,P β
α β  ≡ Mα N  (in which N = N g− ).  (27) 

 
 Equations (20) can be written (N ≠ 0): 
 

uα, β u
β + uα uγ Mγ + Mα = 0. 

 
 However, if one takes (16) into account: 
 

− ( )W

xα
δ λ

δ
= λ , ,

,u u u u γ αβ γ
α β α

λ λ
λ λ

 
+ − 

 
. 

 
 Hence, if the Mα are the partial derivatives of a function of the x1, …, x4 with respect 
to xα  − i.e., if: 

Mα ≡ −
1 4log ( , , )x x

xα
λ∂

∂
…

, 

 
then equations (20) will be equivalent to: 
 

( )W

xα
δ λ

δ
= 0. 

 
Hence, one will have the variational principle: 
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W dsδ λ∫  = 0,     (28) 

which generalizes (26). 
 
 d) Equations (17) and (20), along with (16), are the fundamental equations of the 
theory of massive fields.  Any system of functions gαβ , u

α, N, Pαβ that satisfies those 
equations will define a massive field. 
 Two types of problems have been studied in particular: 
 
 1. Find the gravitational field that is produced by a given mass distribution that is at 
rest with respect to the observer. 
 
 2. Find the motion of a test body in a given gravitational field gαβ .  We only have 
equations (24) or (26) in mind here.  The given or exterior gravitational field figures in 
these equations. 
 
 
 3. Massive electromagnetic field. − From Th. De Donder, the characteristic 
function will be: 
 

M ≡ − gαβ 
2

g
u u g H Hµν

α β αβ αµ βν

 −
+ −  

 
N P  (α, β, µ, ν = 1, …, 4),  (29) 

  
in which Hαβ = − Hβα are the six covariant components of the electromagnetic force. 
(Here, we envision only the simple case in which there is no electric or electromagnetic 
polarization in the medium considered.) The field Hαβ satisfies Maxwell’s equations (1): 
 

, ( )

0, ( )

g H
u a

x
H

b
x

αβ
α

β

αβ
β

σ
∂ −

= 
∂
∂ = ∂ 

     (30) 

 

in which αβαβ  forms an even permutation of the numbers 1, 2, 3, 4.  The multiplier or 

density factor σ represents the charge density in space.  The multiplier N represents a 

mass density in space-time.  The functions σ and N are coupled to the charge and mass 

densities by some important relations.  [See below, form. (58).] 
 The c uα (x1, …, x4) are the contravariant components of the velocity of electricity.  
By definition, one has: 

uα = 
dx

ds

α

,      (31) 

                                                
 (1) Unless stated to the contrary, we shall use the same system of units as H. A. Lorentz. (See [2], pp. 
191.) 
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in which ds denotes the interval between two infinitely-close points that are situated 
along the space-time trajectory of a charged, massive point (σ ≠ 0, N ≠ 0). 

 One will then have: 
 

(ds)2 = gαβ dxα dxβ and W 2 ≡ gαβ dxα dxβ = 1.   (32) 
 
 Equations (12) are written explicitly as: 
 

− 1
2 (a + bC) gαβ + b Gαβ = N uα uβ + Pαβ + 1

4 gαβ H
µν Hµν − Hα 

µ Hβµ (33) 

here. 
 The electromagnetic tensor: 

( )e

T αβ  ≡ 1
4 gαβ H

µν Hµν − Hα 
µ Hβµ   (34) 

 
appears in (33), whose mixed components will be: 
 

( )e

T β
α ≡ 1

2 ( H Hαµ
βµ − Hαµ Hβµ),    (34′) 

by virtue of the identity: 
1
4

β
αδ  Hµν Hµν ≡ 1

2 ( H Hαµ
βµ + Hαµ Hβµ). 

 
 In order to make the variance of Hαβ  apparent, one introduces the adjoint 

electromagnetic tensor: 
H αβ

∗ ≡ Hαβ .     (35) 

 
 We recall the following important identity: If Aαβ are the covariant components of an 
antisymmetric tensor then one will have: 
 

g Aµν−  ≡ 
g g

A
g

αµ βν
αβ

−
−

;    (36) 

hence: 
1

A
g αβ−

≡ − g g g Aαµ βν µν− .   (36′) 

 
 The electromagnetic tensor can then be written: 
 

( )e

T β
α  ≡ − 1

2 (Hαµ Hβµ +H H βµ
αµ
∗

∗ ).   (37) 

 
 We now study the theorem of the phenomenological tensor (10).  We have: 
 

( )

,

e

T β
α β  ≡ − 1

2 Hαµ Hβµ
, β − 1

2 ,H H βµ
αµ β
∗

∗ − 1
2 Hαµ, β H

βµ
, β − 1

2 ,H H βµ
αµ β
∗

∗ .  (38) 
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 We utilize the identities: 
 

1 1 1
, , ,2 2 2

1 1 1
, , ,2 2 2

,

.

H H H H H H

H H H H H H

βµ γµ µν
αµ β αγ µ µν α

γµ γµ µν
αγ µ αγ µ µν α

∗
∗

∗
∗

− ≡ + 
− ≡ − 

   (39) 

 It will result that: 
( )

,

e

T β
α β  ≡ Hαµ Hβµ

, β + ,H H µβ
αµ β
∗

∗ .   (40) 
 
 Thanks to (40) and (30), the law of total force is written: 
 

N uα uβ + ,

( )u
u

x

β
β

α α ββ
∂ +

∂
N

P  + σ Hαβ u
β = 0 .   (41) 

 
 We place ourselves in the case where: 
 

,uα β
α βP  = 0.     (42) 

 
 We then deduce the equation of continuity for mass from (41) and the relation (32) 
that: 

( )u

x

β

β
∂

∂
N

= 0;     (43) 

hence, (41): 
N uα, β u

β + σ Hαβ u
β + ,

β
α βP  = 0.   (44) 

 
 By virtue of (30, a), one will also have the equation of continuity for charge: 
 

( )u

x

β

β
σ∂
∂

= 0.     (45) 

 One infers from (43) and (45) that: 
 

( )d x

ds

ε ≡ 
( )x

xα
ε∂
∂

= 0, or ε (x) ≡ 
σ
N

.   (46) 

 
 When one has ,

β
α βP  = 0, (44) will become: 

 
N uα, β u

β + σ Hαβ u
β = 0.    (44′) 

 
 Remark. – Equations (33), (30), (31), (41), and (32) are the fundamental equations of 
the theory of massive electromagnetic fields.  Any system of functions: 
 

gαβ , Hαβ , u
α, N, Pαβ , σ     (47) 
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that satisfies those equations will define a massive, electromagnetic, gravitational field.  
One can further add the conditions (42); one will then obtain a particular massive and 
electromagnetic field. 
 It seems almost pointless to us to remark that the solutions (47) can be obtained only 
in very simple cases. 
 As for the massive fields, there are two types of problems that one can envision, 
above all others: 
 
 1. Calculate the gravitational field gαβ for a given distribution of mass and charge 
([1.d], Chaps. I and III). 
 
 2. Find the motion of a charged particle (i.e., a test body) that is placed in an 
external gravitational and electromagnetic field. 
 
 Meanwhile, we shall prove, in full generality, a theorem about the trajectories of the 
points of a continuous distribution of mass and electricity.  That theorem will be a 
generalization of (26). 
 
 
 4. Equations of the space-time motion of points of a charged mass distribution. – 
Consider a massive gravitational and electromagnetic field that is defined by the 
functions: 

gαβ ,  Hαβ ,  N, σ, uα
 ; 

 
those functions will then satisfy equations (30)-(33), and (44). 
 If one integrates the equations: 
 

dx

ds

α

= uα (x1, …, x4)     (48) 

then one will have: 
xα = xα (s, s0 ; 

1
0x , …, 4

0x )    (49) 

 
for the general solution with the initial conditions: 
 

0xα  ≡ xα (s, s0 ; 
1
0x , …, 4

0x ). 

 
 Let A0 denote the point with coordinates 0xα , and let A denote the point with 

coordinates: 
xα = xα (s, s0 ; A0). 

 
 As s varies, the point A will describe the trajectory of the point that is at A0 when s = 
s0 . 
 By virtue of the invariance relation (46), one will have: 
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ε (A0) = ε (A).     (50) 
 
 We now introduce the electromagnetic potential Φα by way of the relations: 
 

Hαβ  = 
x x

βα
β α

∂Φ∂Φ −
∂ ∂

.     (51) 

 
 Thanks to (48) and (51), equations (44) give four differential equations: 
 

W U

x xα α
δ δε
δ δ

+ = 0,     (52) 

where: 
U ≡ Φα uα.     (53) 

 
The functions (49) will be solutions to the differential equations (52), or even, by virtue 
of (50), the differential equations: 

0( )
W U

A
x xα α

δ δε
δ δ

+ = 0.     (54) 

 
 Equations (54) can be written: 
 

xα
δ

δ
[W + ε (A0) U] = 0.    (54′) 

 
 They express the idea that the trajectory of the charged, massive point that passes 
through A0 is such that it will extremize: 
 

0

A

A

δ ∫ [W + ε (A0) U] ds = 0.    (55) 

 
(The extremities A0 and A are assumed to be fixed.) 
 We remark that the four equations (54′) are not independent.  Indeed, one will have 
the identity: 

0[ ( ) ]W A U

xα
δ ε

δ
+

uα ≡ 0.    (56) 

 
 Remark. – Equations (30.b) will be satisfied identically when one assumes (51).  
Equations (30.a) are nothing but: 

α

δ
δΦ

[M + 2σ uα Φα] = 0. 

 Indeed: 

α

δ
δΦ
M

= 
2

g
g g H Hγδ µν

γµ δν
α

δ
δ

 −
  Φ  

 = − 2 
g H

x

αβ

β

∂ −
∂

. 
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 These are the Lagrange equations of the variational principle: 
 

, , , ,( )( )
4

g
g g uγδ µν α

γ µ µ γ δ ν ν δ αδ σ
 −

Φ − Φ Φ − Φ + Φ 
  

∫∫∫ ∫ δx1 … δx4 = 0, 

 
in which the functions being varied are the potentials Φ1, …, Φ4 . 
 
 
 5. Spatial motion of charged, massive points. – It is sometimes convenient to 
employ time t ≡ x4 to be the independent variable, instead of s.  Set: 
 

vα ≡ V uα, V ≡ g v vα β
αβ  (α = 1, 2, 3, 4),  (57) 

ρ ≡ s / V, ρ(m) ≡ N / V.     (58) 

 We remark that: 

v i = 
idx

dt
, v4 = 1  (i = 1, 2, 3).   (59) 

 
 The first three equations (52) are identical to the following: 
 

( )m i i

W U

x x

δ δρ ρ
δ δ

∗

+ = 0,     (60) 

in which: 
U* = Φα vα  (α = 1, 2, 3, 4)    (61) 

and 

ix

δ
δ

≡ 
i i

d

x dt v

∂ ∂ −  ∂ ∂ 
. 

 The fourth equation: 
 

( ) 4 4m

V d V U d U

t dt v t dt v
ρ ρ

∗ ∗  ∂ ∂  ∂ ∂ − + −    ∂ ∂ ∂ ∂     
 = 0   (62) 

 
is a consequence of the three equations (60). 
 The continuity equations (43) and (45) are written: 
 

( ) ( )
i

m m

i

v

x t

ρ ρ∂ ∂
+

∂ ∂
= 0,     (63) 

i

i

v

x t

ρ ρ∂ ∂+
∂ ∂

= 0,     (64) 

here. 
 It then results that: 
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1 2 3
( )m

d
x x x

dt
ρ δ δ δ∫ = 0  (δt = 0)  (65) 

and 

1 2 3d
x x x

dt
ρ δ δ δ∫ = 0   (δt = 0);  (66) 

in other words: 

E ≡ 1 2 3

D
x x xρ δ δ δ∫  and M0 c

2 ≡ 1 2 3
( )mD

x x xρ δ δ δ∫   (67) 

 
are two integral invariants of equations (60).  E is the total charge that is contained in the 
volume D at the instant t, and M0 is the total rest mass that is contained in D at the instant 
t. 
 On the other hand, one has (46): 
 

d

dt

ε
= i

i
v

t x

ε ε∂ ∂+
∂ ∂

= 0,  in which ε = 
σ
N

= 
( )m

ρ
ρ

.  (68) 

 
 Therefore, ε is a (point-like) invariant of equations (60). 
 Thanks to (68), we can interpret (55) in space x1, x2, x3.  Consider a point P0 whose 
coordinates are 0

ix  at the instant t0 .  ε has the value: 

 
ε (P0) = 1 2 3

0 0 0( , , , )x x x tε  

at P0 at the instant t0 . 
 By arguing as we did in space-time, the motion of a charged, massive point that is 
found at P0 at the instant t0 will be defined at any instant t by the equations: 
 

xi = 1 2 3
0 0 0 0( , ; , , )ix t t x x x , 

 
in which the 1 3

0 0 0( , ; , , )ix t t x x…  are functions of t that satisfy the differential equations: 

 

0[ ( ) ]
i

V P U

x

δ ε
δ

∗+
= 0, i = 1, 2, 3.    (69) 

  
 It will then result that the trajectory and the velocity of the charged material point that 
passes through P0 at the instant t0 are such that they extremize: 
 

δ  ∫ L* dt = 0,      (70) 
with 

L* = V + ε (P0) U
*.     (71) 
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 6. Point-like particle. –  
 
 a) Equations in space and time. – Let ∆v denote the volume that is occupied by a 
particle at the instant t, and set: 
 

e = 1 2 3

v
x x xρ δ δ δ

∆∫ ,  m0 c
2 = 1 2 3

( )mv
x x xρ δ δ δ

∆∫ ,   (72) 

 
in conformity with (67). 
 Multiply (60) by δx1 δx2 δx3 and integrate; one will get: 
 

1 2 3 1 2 3
( )m i iv v

V U
x x x x x x

x x

δ δρ δ δ δ ρ δ δ δ
δ δ

∗

∆ ∆
+∫ ∫  = 0.   (73) 

 
 The gravitational and electromagnetic fields at a point of ∆v decompose into two 
parts: 
 
 1. The “internal” field (which is due to the various points of ∆v). 
 
 2. The “external” field. 
 
 The action of the internal field upon the motion of the particle is assumed to be very 
small in comparison to the action that is exerted by the external field upon that motion.  
When one supposes, in addition, that the particle is point-like (1), one will infer the 
equations of motion for a point-like particle that is placed in a gravitational field and in 
an (external) electromagnetic field from (73), namely: 
 

0

0.
i i

V e U

x m c x

δ δ
δ δ

∗

+ =     (74) 

 
 The trajectories of the point-like particle are the ones that extremize (2): 
 

δ  ∫ L* dt = 0,     (75) 
with 

L* = V + ε U *  (e = e / m0 c
2).    (76) 

 
 Equations (74) are valid only when one can neglect the reaction of the internal field 
on the motion of the particle. 
 
 b) Equations in space-time. – The variational principle (75) is equivalent to the 
following one: 

                                                
 (1) That is, when one lets ∆v tend to zero.  
 (2) LEVI-CIVITA refers to the variational principle (75) by the name of the “Einstein-De Donder 
principle.” (See [3] and [1a], eq. (357).) 
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δ  ∫ (W + ε U) ds = 0.     (77) 
 
 In order to see that, one should refer to paragraphs 4 and 5. 
 The Lagrange equations of motion can then be written: 
 

( )W U

xα
δ ε

δ
+

 = 0,     (78) 

or rather, since W = 1: 

( )21
2W U

xα

δ ε
δ

+
 = 0.     (79) 

 
 We now pass on to Hamilton’s equations.  The variables conjugate to xα will be: 
 

pα = 
L

uα
∂
∂

,      (80) 

 
in which L is the Lagrangian function: 
 

L = 1
2 W2 + ε U ;     (81)  

hence: 
pα = uα + ε Φα .     (82) 

 
 The Hamiltonian function is: 
 

H (x, p) = 1
2 gαβ (pα − ε Φα)(pβ − ε Φβ) .    (83) 

 
 By virtue of (32) and (82): 

H = 1
2 .       (84) 

 
 The canonical – or Hamilton’s – equations will then be written: 
 

dx

ds

α

= 
H

pα

∂
∂

,  
dp

ds
α = − 

H

xα
∂
∂

.     (85) 

 
 Finally, introduce the Jacobian function S (x1, …, x4; s) by setting: 
 

pα = 
S

xα
∂
∂

.      (86) 

 
 The Jacobi equation that corresponds to (85) will be: 
 

1
2

S S S
g

x x s
αβ

α βα βε ε∂ ∂ ∂  − Φ − Φ +  ∂ ∂ ∂  
= 0.    (87) 
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 However, by virtue of (84): 
S

s

∂
∂

 = − 
1

2
;     (88) 

hence: 
S = − 1

2 s + S0 (x
1, …, x4).    (89) 

 
 The function S0 will satisfy the equation: 
 

0 0S S
g

x x
αβ

α βα βε ε∂ ∂  − Φ − Φ  ∂ ∂  
− 1 = 0.   (90) 

 
 That is Jacobi’s fundamental equation that relates to a point-like particle of rest mass 
m0 and charge e that is placed in a gravitational field along with an electromagnetic field. 
 
 c) Remark. – The components of the velocity v in the geometric space (x1, x2, x3) are 
coupled with the components c uα of the “velocity” in space-time by the relations (57): 
 

v i = 
4

iu

u
.     (91) 

 
 The components of the impulse in the space of (x1, x2, x3) will be nothing but the 
expressions: 

− m0 c pi ,     (92) 
 

in which the pi are the first three covariant components of the pα that are defined in (82).  
Conforming to (92), the expressions m0 c pα are the covariant components of the impulse 
in space-time. 
 
 

__________ 
 

 
 



 

CHAPTER II 
 

WAVE MECHANICS FOR POINT-LIKE PARTICLES 
WITHOUT SPIN  

 
 

 1. Homogenization. – As L. de Broglie showed, despite its generality, the relativistic 
mechanics of material points that was presented in the preceding chapter (§ 6) constitutes 
only an approximation that is analogous to the relationship of the geometrical optics 
approximation to physical optics.  Now, geometrical optics is based upon an equation that 
is homogeneous and quadratic with respect to the first partial derivatives of a function of 
four independent variables (x1, …, x4). 
 The relativistic mechanics (I , § 6) (1) of the material point is summarized by the 
Jacobi equation [I , (90)].  That equation us indeed a first-order partial differential 
equation, but it is not homogeneous with respect to those derivatives.  It is natural to 
homogenize the Jacobi equation [I , (90)] in order to compare it to the equation of 
geometrical optics.  That homogenization is accomplished very simply by introducing a 
fifth variable x0 in the following manner: Let (2): 
 

Ω (x1, …, x4 ; x0) ≡ S0 (x
1, …, x4) – x0    (1) 

 
be a function of the five independent variables (x1, …, x4 ; x0).  S0 will satisfy [I , (90)], so 
Ω will then satisfy the homogeneous, quadratic equation: 
 

2H 0
0, ; ,x x

x x
α

α
∂Ω ∂Ω 

 ∂ ∂ 
≡ 

2

0 0 0g
x x x x x

αβ
α βα βε ε∂Ω ∂Ω ∂Ω ∂Ω ∂Ω    + Φ + Φ −    ∂ ∂ ∂ ∂ ∂    

,  (2) 

 
since, by virtue of (1): 

0x

∂Ω
∂

 = − 1.     (3) 

 
 Equation (2) plays the same role in the wave mechanics of material corpuscles that 
the equations of wave surfaces do in geometrical optics (see § 3). 
 
 
 2. Variational principle.  – Recall the left-hand side of (2) and set: 
 

J (χ) ≡ 
2

0 0 0g
x x x x x

αβ
α βα β

χ χ χ χ χε ε∂ ∂ ∂ ∂ ∂    + Φ + Φ −    ∂ ∂ ∂ ∂ ∂    
,   (4) 

 

                                                
 (1) The Roman numeral I always refers to Chapter I. 
 (2) One can first write Ω = S0 – ϕ (s), in which s will be the fifth variable, and ϕ will be an arbitrary 
function.  One will then pass to (1) upon then setting x0 = ϕ (s). 
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in which χ (x1, …, x4 ; x0) is a real function of the spatio-temporal variables x1, …, x4, and 
the fifth variable x0 that was introduced in the preceding paragraph.  Following Th. De 
Donder (1), we write the fundamental equation of the wave mechanics of the charged 
material point by means of the following variational principle: 
 

( )g Jδ χ
δχ

−
= 0,     (5) 

in which: 

δ
δχ

≡ 
0,1, ,4 ,

d

dxµ
µ µχ χ=

 ∂ ∂−   ∂ ∂ 
∑
⋯

; χ, µ ≡ 
xµ
χ∂

∂
. 

 
 Upon making (5) more specific, it become: 
 

Dχ ≡ 
2 2

2
0 2 0

1
2 ( 1)

( )

g

x x x x xg

α
α α β

α β α
χ χ χχ ε ε ∂Φ −∂ ∂ ∂+ Φ + Φ Φ − + ⋅

∂ ∂ ∂ ∂ ∂−
□ = 0,   (6) 

in which: 

χ□ ≡ 
4

1

1
g g

x xg
αβ

α α
α α

χ
=

∂ ∂ − ∂ ∂−  
∑ ∑ .   (7) 

 
(6) is the fundamental equation of wave mechanics for point-like particles without spin in 
the five independent variables x1, …, x4, x0.  That equation is linear with respect to the 
first and second derivatives of the function χ. 
 
 
 3. Waves and rays. – Waves (2): 
 

Ω (x1, …, x4, x0) = 0     (8) 
 
that are compatible with equation (6) must satisfy the equation: 
 

2

0 0 0g
x x x x x

αβ
α βα βε ε∂Ω ∂Ω ∂Ω ∂Ω ∂Ω    + Φ + Φ −    ∂ ∂ ∂ ∂ ∂    

= 0.   (9) 

 
 That is precisely equation (2). 
 Introduce the function: 
 

H (x, p) ≡ 1
2 [gαβ (pα + ε Φα p0) (pβ + ε Φβ p0) – (p0)

2],  (10) 

                                                
 (1) See [4], pp. 79.  
 (2) For details, consult [5].  



§ 3. – Waves and rays. 21 

that is obtained by replacing ∂Ω / xα with the variables pα and replacing ∂Ω / x0 with the 

variable p0 in 0
0, ; ,H x x

x x
α

α
∂Ω ∂Ω 

 ∂ ∂ 
, as it was defined in (2).  The characteristic lines of 

equation (9) are defined by the equations: 
 

dx
H

p

µ

µ

∂
∂

= 
dp

H

x

µ

µ
∂−
∂

= dθ,  µ = 0, 1, 2, 3, 4,  (11) 

with the condition: 
H (x, µ) = 0;     (12) 

 
θ is an arbitrary parameter.  Equations (11) have the Hamiltonian form; the variables pµ 
are canonically associated with the xµ.  Let: 
 

( ), ( )

( ) ( )

x X a

p P b

µ µ

µ µ

θ
θ

= 
= 

    (13) 

 
be a solution to the system (11) and (12).  One will have: 
 

H (X(θ), P(θ)) = 0 
identically in θ. 
 Equations (13.a) are the parametric equations of a ray in the five-dimensional space 
x1, …, x4, x0.  Conforming to the theory of characteristic surfaces (1), that ray will be 
found entirely upon a wave surface. 
 
 
 4. Extremals. – In this paragraph, the xµ and the pµ are no longer forced to be coupled 
by the relation (12).  Equations (1) have the Hamiltonian form.  As is well-known, one 
passes to the Lagrangian form by introducing the Lagrangian variables: 
 

Wµ = 
H

pµ

∂
∂

,  µ = 0, 1, 2, …, 4. 

 Explicitly: 
0

0 0

0

( ) ,

( );

W p p p

W g p p

α
α α

α αβ
β β

ε ε
ε

= Φ + Φ − 
= + Φ 

    (14) 

conversely: 
0

0
2 0

,

( ) .

p W W

p g W W

α
α

β
α αβ α β α

ε
ε ε

= Φ − 
= − Φ Φ + Φ 

   (14′) 

                                                
 (1) See [5], pp. 21.  
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 The Lagrangian function L, which is a function of the xµ and Wµ , is defined by: 
 

L = − H +
H

p
pµ

µ

∂
∂

;     (15) 

 
explicitly, when one utilizes (14′), it will be: 
 

L (x, W) ≡ 1
2 (gαβ – ε2 Φα Φβ) – Wα Wβ + 2 ε Φα Wα  − (W 0) 2.  (15′) 

 
 By virtue of (15): 

L = H.      (16) 
 
 The Hamiltonian equations (11) are equivalent to the Lagrangian equations: 
 

,

0.

dx
W

d
L d L

x d W

µ
µ

µ µ

θ

θ


= 

∂ ∂ − =
∂ ∂ 

    (17) 

 If: 

( ), ( )

( ) ( )
e

e

x x a

W W b

µ µ

µ µ

θ
θ

=
= 

    (18) 

 
is a solution of (17.a, b) then equations (18.a) will define an extremal line. When the 
functions (18.a, b) are also such that L [xe (θ), We (θ)] = 0, the extremal considered will be 
a ray. 
 Now let: 

xµ = − xµ (θ) 
 

be the parametric equation of an arbitrary curve lAB in the space of (x0, …, x4) that passes 
through the points A and B with the coordinates: 
 

Axµ  = xµ (θ1), Bxµ  = − xµ (θ2). 

 Set: 

xµɺ  ≡ 
( )dx

d

µ θ
θ

,  I ≡ ( , )
ABl

L x x dθ∫ ɺ . 

 
 The integral is taken from A to B along lAB . 
 The first variation δI is given in full generality by the formula: 
 

δI ≡ 
2

1

( , ) ( , ) ( , )
( ) ( )

B

A

L x x d L x x L x x
x x d x x L

x d x x

θ
µ µ µ µ

µ µ µ
θ

δ δθ θ δ δθ δθ
θ

∂ ∂ ∂   − − + − +   ∂ ∂ ∂   
∫

ɺ ɺ ɺ
ɺ ɺ

ɺ ɺ
. 
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 If the curve lAB is an extremal then, by (17), the functions xµ (θ) will satisfy the 
equations: 

( , ) ( , )L x x d L x x

x d xµ µθ
∂ ∂ −  ∂ ∂ 

ɺ ɺ

ɺ
 = 0.    (19) 

 In that case: 

δI = 
( , )

( )
B

A

L x x
x x L

x
µ µ

µ δ δθ δθ∂ − + ∂ 

ɺ
ɺ

ɺ
.  (20) 

 
 
 5.  Fermat’s theorem (1). – Now suppose that the extremal considered in § 4 is a ray 
LAB .  With the notation (13.a), one will then have: 

 
L (X (θ), ( )X θɺɺ ) ≡ 0. 

 
 The varied curves that are close to the ray LAB will likewise be subject to the 

condition: 
L (x, xɺ ) = 0;      (21) 

 
hence, upon solving for x0: 

x0 = ε Φα xα ± g x xα β
αβ ɺ ɺ .    (21′) 

 
 Since L is identically zero for any varied curve, as well as for the ray, the integral I 
will be identically zero when it is taken along any of those curves.  Similarly: 
 

δI ≡ 0. 
 
 Now, by virtue of (19) and (20), one will then have: 
 

( , )
B

A

L X X
x

X
µ

µ δ ∂
 ∂ 

ɺ

ɺ
= 0     (22) 

 
when one takes into account that L (x, xɺ ) is a homogeneous function (of second degree) 
in 0xɺ , 1xɺ , …, 4xɺ .  (21) is a relation between the (δxµ)A and the (δxµ)B . 
 We remark that since the extremal considered is a ray, if the point A is taken 
arbitrarily then the point B will no longer be arbitrary.  Furthermore, one can give four of 
the five coordinates of the point B a priori.  (That will result easily from the remark that 
was made at the end of § 3.) The interesting case is then one in which the four space-time 
coordinates Bxα  (α = 1, …, 4) are taken arbitrarily. 

                                                
 (1) The proof of Fermat’s theorem in the most general case was done by Th. De Donder (see [5a] or 
[5b], pp. 178-183.) Here, we shall follow the method that was employed by Th. De Donder. 
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 The parametric equations of the ray LAB considered are assumed to be written as in 

(13.a).  The coordinates of the extremities A and B are obtained by giving the values θ1 
and θ2 to the parameter θ. 
 In the space-time x0 = 0, the ray LAB corresponds to the curve whose parametric 

equations are: 
xα = Xα (θ). 

 
 Finally, consider the case in which the coordinates Axα  = Pxα , Bxα  = Qxα , are fixed; i.e.: 

 
(δxα)A = (δxα)B = 0, α = 1, …, 4. 

 (21) will then become: 

0
0

( , )
B

A

L X X
x

X
δ ∂

 ∂ 

ɺ

ɺ
= 0.     (23) 

 
 However, L does not depend upon x0 explicitly; by virtue of (19), one will then have: 
 

0

( , )d L x x

d xθ
∂ 
 ∂ 

ɺ

ɺ
= 0, so 

0

( , )

A

L X X

X

 ∂
 ∂ 

ɺ

ɺ
≡ 

0

( , )

B

L X X

X

 ∂
 ∂ 

ɺ

ɺ
 . 

 
 Upon taking that property into account, (23) will give: 
 

(δx0)A − (δx0)B = 0; 
hence: 

0

ABl

x dδ θ∫ ɺ  = 0.      (24) 

 Due to (21), one will have: 
 

0x dθ∫ ɺ  = ( )x g x x dα α β
α αβε θΦ ±∫ ɺ ɺ ɺ  

 
for both the ray and the varied path. 
 The variational equation (24) can then be written: 
 

( )
AB

x g x x dα α β
α αβδ ε θΦ ±∫ ɺ ɺ ɺ

L

 = 0.    (24′) 

 
 The integral whose variation we take does not depend upon θ explicitly; it has the 
parametric form.  In addition, it does not depend upon x0.  If l denotes any of the varied 
curves in the five-dimensional space, and λ denotes the projection of l on space-time then 
we will have: 

( )
l

x g x x dα α β
α αβε θΦ ±∫ ɺ ɺ ɺ  = ( )x g x x dα α β

α αβ
λ

ε θΦ ±∫ ɺ ɺ ɺ  



§ 5. – Fermat’s theorem. 25 

= ( )dx g dx dxα α β
α αβ

λ

ε Φ ±∫ . 

 
 Thanks to those relations, (24′) will become: 
 

( )
PQ

dx g dx dxα α β
α αβδ ε

Λ

Φ ±∫ = 0.   (25) 

 
 If one takes the + sign then one will recover equation [I , (77)] for the motion of a 
charged, massive point with a charge of (+e) in a gravitational field and an 
electromagnetic field.  With the – sign, one will get the equation of motion of a charge 
(−e) that is placed in a gravitational field and an electromagnetic field. 
 One can formulate that property in the following manner: The projections onto space-
time (x0 = 0) of the bicharacteristic lines – or rays – that are associated with the second-
order partial differential equation (6) are the trajectories of charged material points with 
charges + e or – e of the classical theory. 
 
 
 6. Fundamental equations in space-time. – Let Ψ′ and Ψ″ be two real functions of 
x0, x1, …, x4 that are each required to satisfy the (real) equation (6); One will then have: 
 

D (Ψ′) = 0 and D (Ψ″) = 0. 
 
 Those two equations can be replaced with the single equivalent equation: 
 

D (Ψ) = 0,     (26) 
in which: 

Ψ = Ψ′ + i Ψ″  (i = 1− ). 

 
 The coefficients of (26) do not depend upon x0.  We then seek the solutions of the 
form: 

Ψ (x0, x1, …, x4) = ψ (x1, …, x4) 
002

m c
i x

he
π

, 
 
in which h is an (undetermined) constant that has the dimensions of action.  The function 
Ψ thus-defined will be a solution of (26) if ψ (x1, …, x4) satisfies the equation: 
 

2 2
2 2
02

4 2 2 1 gi e i e i e
m c

h c x h c h c xg

α
α α

αα α
π ψ π πψ ψ ψ∂Φ − ∂  − Φ + Φ Φ − −  ∂ ∂−   

□  = 0.   (27) 

 
 That is the relativistic equation of wave mechanics in space-time.  It includes a new 
fundamental constant h.  Schrödinger has shown that h must be identified with Planck’s 
constant. 
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 Remark. – 
 
 a) When one takes into account the complementary Maxwell equation: 
 

g

x

α

α

∂ − Φ
∂

 = 0, 

equation (27) will become: 
 

2 2
2 2
02

4 2i e i e
m c

h c x h c
α α

αα
π ψ πψ ψ ∂  − Φ + Φ Φ −  ∂    

□  = 0.  (27′) 

 
 b) In order to eliminate x0, one can likewise set: 
 

Ψ (x1, …, x4, x0) = ϕ (x1, …, x4) 
002

m c
i x

he
π−

. 
 
 This Ψ will be a solution of (26) if the complex function ϕ (x1, …, x4) satisfies: 
 

2 2
2 2
02

4 2i e i e
m c

h c x h c
α α

αα
π ϕ πϕ ϕ ∂  Φ + Φ Φ −  ∂    

+□  = 0,  (28) 

 
when one takes the complementary Maxwell equation into account.  One passes from 
(27′) to (28) by changing i into – i in the coefficients of (27′), or also by changing e into  

e−  (and ψ into ϕ).  That remark should be compared with the study that was made in §§ 
3 and 4.  Indeed, we have seen that the rays that are described in five-dimensional space 
correspond in space-time to the trajectories of material points of charge + e or – e.  
Similarly, here, when the fundamental equation (26) is written in five-dimensional space, 
it will correspond to the two equations (27) and (28) in space-time, and one passes from 
(27) to (28) by changing e into – e.  Hence, if ψ refers to the particle (m0, e) then ϕ will 
refer to the particle (m0, − e). 
 
 
 7. Other forms of the variational principle. –  
 
 a) In the space of (x0, x1, …, x4). – Instead of taking the (real) form J (x) to be the 
form that serves as the basis for the variational principle (§ 2), one can take the (real) 
function: 

K ≡ 
0 0 0 0

0 0

1 1
g

m x x x x m x x
αβ

α βα βε ε
∗ ∗ ∗ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ + Φ + Φ −  ∂ ∂ ∂ ∂ ∂ ∂  

. 

 
 One will immediately verify that: 
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g Kδ
δ
−
Ψ

≡ −
0

1

2m
DΨ∗ and  

g Kδ
δ ∗

−
Ψ

≡ −
0

1

2m
DΨ. 

 
 The equations: 

g Kδ
δ
−
Ψ

= 0,  
g Kδ

δ ∗

−
Ψ

= 0 

 
are then equivalent to (26) and its conjugate. 
 

 b) In the space-time (x0, x1, …, x4). – When Ψ has the form Ψ = 
0

0
2 i

m c x
he
π

ψ , the 
function K will become: 
 

K = 
2

0

0

21 2 2 i m ci e i e
g

m x hc x hc h
αβ

α αα α
πψ π ψ πψ ψ ψψ

∗
∗ ∗ ∂ ∂   − Φ + Φ +    ∂ ∂    

. 

 Set: 

2
0

0

1
.

2 2

h e h e
L g m c

m i x c i x c
αβ

α βα β
ψ ψψ ψ ψψ

π π

∗
∗ ∗ − ∂ ∂ ≡ − Φ − − Φ +  ∂ ∂  

 (29) 

 
 Upon setting ψ, α ≡ ∂ψ / xα, and similarly ,αψ ×  ≡ ∂ψ× / xα : 

 

 
L

ψ ∗

∂
∂

= 2
0

0

1

2

h e e
g m c

m i x c c
αβ

β αβ
ψ ψ ψ

π
∂ − Φ Φ + ∂ 

, 

 

 
,

L

αψ ∗

∂
∂

= ,
0

1

2

h e
g

m i c
αβ

β βψ ψ
π

 − Φ 
 

; 

hence: 
 

2
0

2

4 g Lm

h

δπ
δψ ∗

−
 

 ≡ 
2 2

2 2
, 02

4 2 2 1 gie i e ie
m c

hc h c hc xg

α
α α

α α α
π π πψ ψ ψ ψ∂ − Φ  − Φ + Φ Φ − −   ∂−   

□ . 

 
 It will then result that the equation: 
 

g Lδ
δψ ∗

−
= 0     (30) 

 
is identical to (27).  Similarly, the equation: 
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g Lδ
δψ
−

= 0     (30′) 

 
is identical to the conjugate of (27).  The fundamental equation (27) of wave mechanics 
for a charged, massive particle of mass m0 and charge ∓  e, will then be derived from the 
variational principle: 

gδ −∫∫∫ ∫  L dx1 … dx4 = 0. 

 
 
 8. Th. De Donder’s correspondence principle. – In the beginning of the first 
paragraph, we briefly recalled how L. de Broglie was led to look for a new mechanics 
that was based upon an equation that is analogous to the fundamental (second-order 
partial differential) equation of Fresnel’s physical optics.  The presentation above showed 
that it is only in the five-dimensional space that one can speak in full generality of a real 
wave function χ (x0, x1, …, x4) in wave mechanics. 
 Now, as of today, there seems to be no physical meaning to that fifth variable x0 ; it 
plays only the role of an auxiliary parameter that will be eliminated in the final analysis.  
The equation that is actually interesting is therefore not the equation that is written in 
five-dimensional space, but (27).  In general, that equation (27) has complex coefficients, 
and the wave function ψ (x1, …, x4) will generally be complex.  It is that complex wave 
function ψ that represents the state of the particle studied in space-time.  In other words, 
all of the physical properties of the particle will be expressed in terms of ψ . 
 The theory of gravitational and electromagnetic fields studies certain physical 
quantities whose very general expressions were given in the first chapter.  The 
correspondence principle essentially consists of making any physical quantity of 
Einstein’s theory correspond to an expression as a function of ψ and ψ *. 
 The electric current-density Cα and the energy-impulse tensor T αβ are two particularly 

important quantities.  In the theory of gravitational an electromagnetic fields, one has [I , 
(6)]: 

Tαβ = −
gαβ

δ
δ
M

.      (31) 

 
and by virtue of [I , (29), (51)] and Maxwell’s equations: 
 

C
α = − 1

2 α

δ
δ Φ
M

.     (32) 

 
 Following Th. De Donder, we define a vector Cα and a tensor Tαβ in wave mechanics 

in a formally-identical manner.  Therefore, we set, by definition: 
 

Tαβ = −
gαβ

δ
δ
L

,      (33) 
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C
α = − 1

2 α

δ
δ Φ
L

,     (34) 

 

in which L is the Lagrangian function (29), multiplied by g− . 

 The analogy between (31), (32), (33), and (34) purely formal.  Indeed, in (31), (32), 
gαβ and Φα represent the total gravitational field and the total electromagnetic field, 
respectively.  Tαβ and Cα define the total energy-impulse tensor and the total current, resp.  

On the contrary, gαβ and Φα represent the external fields in which the particle considered 
has been placed, while Tαβ and Cα define an “energy-impulse tensor” and a “current,” 

respectively, that relate to the particle under study, since they are expressed with the aid 
of the wave function ψ. 
 Here are the explicit values of the left-hand sides of (33) and (34): 
 The electric current (C 1, C 2, C 3) and the charge density C 4 are: 

 

C
α = ,

0

conj.
2 2

g e h e
g

m c i c
αβ

β βψ ψ ψ
π

∗−   − Φ +  
  

.    (33′) 

 
 Upon remarking that: 

g

gαβ

δ
δ

−
 = 

g

gαβ

∂ −
∂

= 
2

g
gαβ

− −
, 

 
one will obtain the expression for the massive symmetric tensor: 
 

Tαβ = , ,
0

conj.
2 2 2 2

gg h e h e

m i c i c
αβ

α α β αψ ψ ψ ψ ψ
π π

∗ ∗ ∗−    − Φ − − Φ + +   
   

L .  (34′) 

 
 Finally, by correspondence, we write down the Maxwell equations [cf., I , (30)]: 
 

�
g H

x

αβ

β

∂ −
∂

= Cα,     (35) 

 
in which the Cα are given by (33′).  The arc over the symbols signifies the difference 

between the fields that are calculated by starting with the equations above and the 
external fields gαβ , Φα , which are given a priori and figure in the right-hand sides of 
(35). 
 One can study the gravitational problems in an analogous manner by starting from the 
tensor Tαβ that is given by (34′).  Conforming to [I , (12)], one will be led to write the 
equations: 

1
2 ( )a bC g bGαβ αβ+ +

⌢ ⌢⌢
 = Tαβ .     (36) 
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 For example, consider the case in which a is zero.  Set: 
 

gαβ
⌢

= − δαβ + γαβ , 

 
in which δαβ = 0 when α ≠ β, δii = + 1, δ44 = − c2, and assume that the products of the γij , 
1

c
γi4 , 2

1

c
γ44 , taken pair-wise, are negligible compared to 1.  One knows that the left-

hand sides of (36) will then simplify considerably.  Following Einstein’s method (1), one 
will have: 

−
2

b
C g bGαβ αβ+
⌢ ⌢⌢

 ≈ − ( )1
22

b
αβ αβγ δ γ−□ , 

in which: 

γ ≡ αα αα
α

δ γ∑   and  □  ≡ 
2

2( )xαα α
α

δ ∂
∂∑ . 

 
 Equations (35) become: 

( )1
2αβ αβγ δ γ−□  = − 

2

b
Tαβ , 

 
which are equations that one solves by the theory of retarded potentials. 
 By reason of the value of b = − 4.8 × 1047 cm-g / s2, the fields γαβ that one obtains 
have hardly attracted the attention of physicists, up to now. 
 
 DIMENSIONS.  – Denote the dimension of the quantity 0 by {0}. 
 To fix ideas, we take {xi} = L ≡ length, {x4} = T ≡ time; hence, {g} = L 2 T−2. 
 We will then have: 
 {L} = energy × LT−1 × {ψ* ψ}, 

 {C i} = { e c}{ ψ* ψ}, 

 {C4} = { e}{ ψ* ψ}, 

 4
4{ }T  = energy × {ψ* ψ}, etc. 

 
 It will result from these formulas and the physical significance of {ψ* ψ} that it has 
the dimensions of the inverse of a volume. 
 
 
 9. Conservation of electricity. –  
 
 THEOREM.  – By virtue of the fundamental equations (30) and (30′):

                                                
 (1) See [7]. 
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0.
C

x

α

α
∂ =
∂

     (37) 

 Proof: 
 
 Calculate: 

X ≡ 
δ δψ ψ
δψ δψ

∗
∗ −L L

. 

 One will first get: 
 

X = − , ,
, , , ,x α αα
α α α α

ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ

∗ ∗ ∗
∗ ∗ ∗

 ∂ ∂ ∂ ∂ ∂ ∂ ∂− + − + −  ∂ ∂ ∂ ∂ ∂ ∂ ∂ 

L L L L L L
. 

 
 However: 

C
α = 

, ,α α

ψ ψ
ψ ψ

∗
∗

 ∂ ∂−  ∂ ∂ 

L L
. 

 In addition: 

,
,

α
α

ψ ψ
ψ ψ

∗ ∗
∗ ∗

∂ ∂+
∂ ∂
L L

= ,
,

α
α

ψ ψ
ψ ψ

∂ ∂+
∂ ∂
L L

, 

 
since C is a bilinear function in ψ, ψα , and ψ ×, αψ × .  It will then result that: 

 

X = − 
c

ei x

α

α
∂
∂
C

.      (38) 

 
(37) will result immediately from (38), since X is obviously zero, by virtue of equations 
(30) and (30′). 
 
 That theorem succeeds in justifying the definition (34) of the electric current. 
 
 
 10. Law of impulse and energy. – By virtue of the fundamental equations (30) and 
(30′), one will have: 

, 0,H Cβ β
α β αβ+ =T      (39) 

 
in which , β is the symbol of the covariant derivative with respect to xβ. 
 
 Proof. – We apply the generalized Hilbert identities (1) to the multiplier L.  That will 

immediately give: 

                                                
 (1) See [7.a] and [7.b].  
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− , , , ,2 2 2Hβ β β
α β βα β α β β

δ δψ ψ
δψ δψ

∗
∗+ + Φ + +L L

T C C  ≡ 0; 

 
hence, one will have the theorem thanks to (37). 
 
 Remark. – As in the case of electric current, the property (39) succeeds in justifying 
the definition (33) of the energy-impulse tensor. 
 
 
 11. Approximations. –  
 
 a) We place ourselves in the case where the gravitational field is that of Minkowski; 
we will then have: 

gi4 = 0;  g44 = c2. 
Set x4 = t and: 

ψ (x1, x2, x3, t) = ξ (x1, x2, x3, t) 
2

0
2 i

m c t
he
π

. 
 Suppose that: 

2

h

i t

ξ
π

∂
∂

, 
e

c
Φ4 ξ, e Φi ξ 

 
are very small of first order with respect to m0 c

2 ξ.  Equation (27′) will then give the 
approximate equation: 
 

∆ξ − 
23

0
2

1

4 4 8i
j

j

i m i e

h t hc x h

π ξ π ξ π
=

∂ ∂− Φ −
∂ ∂∑ m0 e ∇ξ = 0.  (40) 

 
 With the same approximation, the components C 

i and C 4 ≡ ρ of the electric current 

and charge density will become: 
 

C 
i = 

3

102 2
ij

jj
j

e h e
g

m i x c
ξ ξ

π
∗

=

∂ − Φ ∂ 
∑  + conj., C 

4 = ρ = e ξ *ξ. (41) 

 
 Similarly: 
 

 T 4i = 
3

1
2

1

conj.
2

ij
jj

j

h e
g

i x c
ξ ξ

π
∗

=

 ∂  − Φ +  ∂  
∑ = m0 

i

e

C
, 

(42) 

 4
4T  = 2 1

0 2
0

conj. conj.
2 2 2

j
j

j

h e h
m c e

i t m c i x

ξ ξξ ξ ξ ξ ξ ξ
π π

∗ ∗ ∗ ∗∂ ∂   + + − ∇ + Φ +   ∂ ∂   
∑ . 

 
The link between T ij and C j is indeed consistent with their physical significance. 
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 b) Another particularly-interesting case is that of: 
 

Φi = Φ4 = 0, 
as well as: 

gi4 = 0; 
however: 

g44 = c2 44
21

c

γ + 
 

. 

 The (ds)2 can then be written: 
 

(ds)2 = − (dx1)2 − (dx2)2 − (dx3)2 + c2 44
21

c

γ + 
 

(dt)2. 

 
 If γ44 does not depend upon time then one can obtain the stationary solutions: 
 

ψ (x1, x2, x3, t) = a (x1, x2, x3) 
2 iE

t
he

π

. 
 
 The complex function a must satisfy: 
 

2 23
44

2 2
1

1 4

( ) 2ik j j j
j j

ga a
g

x x x h

π
=

∂∂ ∂+ +
∂ ∂ ∂∑ ∑ (E2 − 2 2 2 2

0 0 44m c m cγ− ) a = 0, 

 
or, upon setting: 

E = E + m0 c, 

 
2 2 23

244 44
0 0 442 2 2 2 2

1

1 4
1 2

( ) 2j j j
j j

a a
m m a

c x c x x h c

γ γ π γ
=

 ∂∂ ∂ + + + + −   ∂ ∂ ∂   
∑ ∑

E
E = 0. 

 
 That equation is rigorous (1).  Neglect the terms in that equation that include c2 in the 
denominator.  One will then have the approximate equation: 
 

22
0 44

02 2

8

( ) 2j
j

ma
m a

x h

π γ∂  + − ∂  
∑ E = 0. 

 
 The approximation that we just made can be called the “Newtonian” approximation.  
In effect, it consists of considering c2 ~ ∞. 
 
 

                                                
 (1) One will obviously arrive at the same equation no matter what value the electromagnetic field has 
when the particle under study has an electric charge of zero. 
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 12. Equivalence of the variational principle and the operator principle. – In 
paragraphs 2 and 5, we showed how one can pass from the classical relativistic 
mechanics of a charged material point to the equations of wave mechanics thanks to a 
variational principle.  One can obtain the fundamental equations of wave mechanics in 
space-time by the following symbolic process: 
 
 The Hamiltonian function of the relativistic mechanics of the point (m0, e) was 
defined by [I , (83)] in Chapter I , namely: 
 

2 2
0m c H ≡ 0 0

1

2

e e
g m c p m c p

c c
αβ

α α β β
  − Φ − Φ  
  

.   (43) 

 
 In addition, one has the condition [I , (84)]: 
 

H = 1
2 u uα

α = 1
2 .     (44) 

 
 Introduce operators into (43) by replacing: 
 

m0 c pα  with  
2

h

iπ
( ), α ,   (45) 

 
in which the symbol ( ), α denotes the covariant derivative of the function that is placed 
inside of the parentheses with respect to xα.  H will then be replaced with the operator: 
 

Hop. ≡ , ,2 2
0

1 1
( ) ( )

2 2 2

h e h e
g

m c i c i c
αβ

α α β βπ π
   − Φ − Φ      

,  (46) 

 
and the relation (44) will be replaced by the symbolic equation: 
 

Hop. = 1
2 .      (47) 

 
 Equation (27) can then be written: 
 

Hop.ψ = 1
2ψ .      (48) 

 Indeed, one will have: 
 

2 2
0m c Hop.ψ = 

2 2

, , , 2

1 1 1

2 2 2 2 2 2

h he he e
g

i ic ic c
αβ α α α

αβ α α αψ ψ ψ ψ
π π π

  − Φ − Φ + Φ Φ 
 

 

 
if one takes into account that: 

gαβ
, β = 0.      (49) 
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 The equation that is conjugate to (27) is obtained in an analogous manner by 

replacing pα with the operator –
2

h

iπ
(), α in (47).  That equation will also be obtained by 

starting from the Hamiltonian: 
 

H ≡ 
2 2
0

1

2

e e
g p p

m c c c
αβ

α α β β
  + Φ + Φ  
  

, 

 

which relates to a particle of mass m0 and charge – e, and replacing m0 c pα with 
2

h

iπ
(),α , 

as in the case of a particle with charge + e. 
 
 Remark. –  
 
 a) One can invert the order of factors in (46) by virtue of (49).  That inversion will 
not be permitted when one does not utilize the invariant method and covariant 
derivatives. 
 
 b) We place ourselves in a Minkowski field and take a system of tri-rectangular 
coordinates.  We will then have: 
 

(ds)2 = − (dx1)2 − (dx2)2 − (dx3)2 + c2 (dt)2.   (50) 
 
 Due to the physical significance of m0 c pα , (45) will express the idea that the 
components (− m0 c pj) of the (spatial) impulse correspond to operators (1): 
 

−
2 j

h

i xπ
∂

∂
,     (51) 

 
and that the energy m0 c p4 corresponds to the operator: 
 

2

h

i tπ
∂
∂

.     (52) 

 
 However, the (spatial) velocity will correspond to the operator: 
 

cj = 
0

iu

u
 = 

0

4 4
0

j je
m c p

c
e

m c p
c

− Φ

− Φ
.    (53) 

 

                                                
 (1) Very often, one can take those operators to have the other sign.  
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 13. Operators and mean values. – At the beginning in wave mechanics, one finds 
out that the new mechanics is characterized by the fact that it makes an operator 
correspond to each physical quantity in the classical mechanics of a material point.  Here, 
we shall confine ourselves to establishing a link between those operators and the 
correspondence that was considered in paragraph ([8], pp. 37). 
 That link is remarkably simple for the current.  Indeed, by virtue of (45) and [I , (82)] 
the velocity c uα will correspond to the operator: 
 

cuα = ,
0

1
( )

2

h e

m i cα απ
− Φ .    (54) 

 
 The components of the electric current will be associated with the operators ecuα . 

 On the other hand, if one uses the operator above then the current (33′) can be 
written: 

C
α = 1

2 ecuαψ ψ∗  + conj.     (55) 

 
 Conforming to the usual terminology of wave mechanics, the four components Cα of 

the current that are defined by (33′) we then be the mean-value densities of the operators 
ecuα . 
 For the energy-impulse tensor, Einstein’s theory leads to the operator: 
 

(Tαβ)op = 2
0m c u uα β ,     (56) 

 
and thus, the mean-value densities: 
 

2
0m c u uα βψ ψ∗ .     (57) 

 
 These densities are not identical to the components of the operator (34′).  However, 
the calculation shows that by virtue of the fundamental equations, those two tensors (57) 
and (34′) differ only by terms of the form: 
 

X 
αβγ

, γ . 

 
 In the non-relativistic theory, formulas (41) show that the components v j of the 
velocity (in rectangular Cartesian coordinates) correspond to the operators: 
 

jv  = −
0

1

2
j

j

h e

m i x cπ
∂ − Φ

∂
. 

 
 The difficulty (53) is avoided here, since one will have: 
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4
0

1

2

h e

m i t cπ
∂ − Φ ∂ 

 ~ c2, 

 
up to terms that are very small of first order. 
 

_________ 
 



 

CHAPTER III 
 

WAVE MECHANICS OF THE ELECTRON WITH SPIN. 
MINKOWSKI FIELD.  

 
 

 1. Notations. – The position of a point in space will be determined at any instant by 
its right-handed rectangular Cartesian coordinates x1 = x, x2 = y, x3 = z.  It is convenient to 
take x4 = ct, where t is time.  The square of the elementary interval will then be: 
 

(ds)2 = 2( )dxα
α

α
ε∑ ,  α = 1, …, 4,   (1) 

in which: 
ε1 = ε2 = ε3 = − 1,  ε4 = + 1.    (2) 

 
 The covariant components Φα and the contravariant ones Φα of the electromagnetic 
potential are coupled by the relations: 

Φα = εα Φα. 
 Recall that: 

Hαβ = 
x x

βα
β α

∂Φ∂Φ −
∂ ∂

.     (3) 

 
 With vectorial notation in space: 
 

Φi = ix
V , Φ4 = V,    (4) 

 
in which ix

V  are the components of the vector potential V, and V is the scalar potential.  

Finally: 
Hj4 = jx

H , Hkl = jx
H  (j, k, l = even permutation of 1, 2, 3), 

 
in which jx

H  and jx
H  represent the components of the electric and magnetic field, 

respectively.  For ease of notation, we write: 
 

pα ≡ 
2

h

i xαπ
∂

∂
.      (5) 

 
The symbol pα will no longer denote the classical impulse, as in the preceding chapter, 
but the impulse operator (1).  We also write: 
 

Pα ≡ pα − 
e

c
 Φα .     (6) 

                                                
 (1) In many works, this operator is taken with the minus sign.  
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 Recall that e denotes the charge of the electron, taken with its sign; thus, e = − | e |. 
 
 
 2. Introduction.  – Equations [II , (27)] are relativistic; however, they do not take the 
spin of the electron into account.  One knows how Dirac was led to replace the second-
order equation [II , (27)] by the system of four first-order equations in the four functions 
ψ1 (x

1, …, x4), …, ψ4 (x
1, …, x4): 

 
3

4
4 0

1

j
j

j

P P m cα α
=

 
+ − 

 
∑ ψβ = 0,  β = 1, …, 4.   (7) 

 
 The αj , α4 are the Dirac matrices (1): 
 

α1 = 
. . . 1

. . 1 .

. 1 . .

1 . . .

 
 
 
 
 
 

,  α2 = 
. . .

. . .

. . .

. . .

i

i

i

i

 
 − 
 
 − 

,  α3 = 
. . 1 .

. . . 1

1 . . .

. 1 . .

 
 − 
 
 − 

,   α4 = 

1 . . .

. 1 . .

. . 1 .

. . . 1

− 
 − 
 
 
 

.   (8) 

 
 In order to make the proper magnetic moment of the electron appear explicitly, Dirac 
left-multiplied (7) symbolically by the operator: 
 

Pi − j
j

j

Pα∑ + α4 m0 c.    (9) 

 
 He then obtained the second-order equations: 
 

2 2 2
0 0 4[ ( ) ] 2P m c m m Hα αβ

α αβ
α αβ

ε α− +∑ ∑ , α, β = 1, …, 4, (10) 

 
in which the mαβ are the Hermitian operators: 
 

m j4 = 
0

1

2 2

h e

m cπ
i αj α4 , m kl = + 

0

1

2 2

h e

m cπ
i αk αl α4 ,  j, k, l = 1, 2, 3.     (11) 

 
 The symbol 

αβ
∑ indicates a summation over the combinations of the numbers 1, …, 4 

without repetitions.  The term in brackets in (10) is the usual Schrödinger operator, but a 
new operator has been added to it, namely, (2m0 α4 m

αβ Hαβ). 
 We point out another process that will lead to a system that is equivalent to (11) when 
we start from (7).  That process does not utilize the new operator (9).  We infer from (7) 
that: 

                                                
 (1) See [8].  Very often, one can take matrices that are expressed with the aid of (8) by α1, − α2, α3, − 
α4, respectively, instead of these α. 
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ψβ = 44

0

( )j
j

j

P P
m c β
α α ψ+∑ . 

 
 Upon substituting this value of ψβ in (7), one will get: 
 

3 3
4 44

1 10

j k
j k

j k

P P P P
m c

αα α
= =

   + +   
  

∑ ∑ ψβ  = α4 m0 c ψβ , 

 
or, upon performing the calculations: 
 

2 2 24
0

0

[ ( ) ]
2

P m c m H
m c

α αβ
α αβ

α αβ

α ε
 

− + 
 

∑ ∑ = 0.  (12) 

 
 These equations are equivalent to (10).  One easily shows ([8], pp. 141) that in the 
non-relativistic approximation the Hermitian term: 
 

− m Hαβ
αβ

αβ
∑      (13) 

 
can be considered to correspond to a supplementary potential energy that is due to the 
action of the external electromagnetic field on the electromagnetic moment of the 
electron, which is represented by the tensor-operator mαβ. 
 
 Remark. – We introduce the notations: 
 

u1 = − α1,      u
2 = − α2,      u

3 = − α3,      u
4 = 1.  (14) 

 
 Here again, the uα will denote operators from now on.  Later on, we shall see that 
they correspond to the space-time velocity (divided by c).  The system (7) will then be 
written: 

(Pα uα) ψ = α4 m0 c ψ,    (15) 
 
if the summation is implied and one writes ψ for ψ1, ψ2, ψ3, ψ4 . 
 On the other hand, with the present notations, the Schrödinger equation will be 
written: 

0

P
P

m c
α

α
 
 
 

ψ = m0 c ψ .    (16) 

 
 One will see the difference between the symbolic process that led to the Schrödinger 
equation and the one that yields the Dirac system upon comparing (15) to (16).  
Classically (hence, in ordinary numbers), one will have Pα uα = Pα Pα / m0 c .  However, 
in Dirac’s theory, one neatly distinguishes between the dynamical operator Pα and the 
kinematical quantity uα.  The operators Pα are defined by (6), while the operators uα are 
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not equal to Pα / m0 c, but rather, they are essentially different operators, namely, (14).  
Here, we note that, conforming to the classical definition of the velocity in space, one 
will have: 

v i = 
4

iu
c

u
= 

1

icu
= c u i     (17) 

 
for the operators that correspond to that velocity; the three components of the spatial 
velocity operator will then be equal to the three components cu1, cu2, cu3 of the operator 
(14).  In addition, (15) will show that the quantity that takes the form of the rest mass of 
the electron corresponds to the operator α4 m0 .  Once more, energy corresponds to the 

operator 
2

h

i tπ
∂
∂

.  However, equation (7), namely: 

 

Hψ = 
2

h

i t

ψ
π

∂
∂

,    (15′) 

in which: 
H = − j

j
j

c Pα∑  + e Φ4 + α4 m0 c
2,   (15″) 

 

expresses the equivalence of the operator H with 
2

h

i tπ
∂
∂

 for any ψ that represents the 

state of an electron.  The operator H is referred to by the name of the “Hamiltonian 
operator.” 
 
 
 3. Second-order Dirac equation. – Conforming to (12), we will use that name to 
refer to the equation: 

O Ψ = 0,     (18) 
with 

O ≡ 2 2 24
0

0

[ ( ) ]P m c m H
m

α αβ
α αβ

α α β

α ε − +∑ ∑∑ .  (19) 

 
 Any solution of the system (7) will satisfy (18).  The converse is not true: There exist 
solutions to (18) that do not satisfy (7).  We shall show that the function Ψ can represent 
either the state of an electron or the state of a positron of positive energy without 
appealing to the “hole hypothesis.” 
 
 Theorem. – 
 
 a) The system of four second-order equations (18) is equivalent to the system of 
eight first-order equations: 
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4
4 0

4
4 0

( ) , ( )

( ) . ( )

j
j

j

j
j

j

P P m c a

P P m c b

α α χ

α χ α

+ Ψ =



+ = Ψ 


∑

∑
   (20) 

 
 In order to see that, it is sufficient to replace the χ in (20.b) with its value in (20.a); 
one will then obtain the system (18). 
 
 b) Set: 

ψ = 1
2 (Ψ + χ),  ϕ∗ = 1

2 (Ψ − χ).   (21) 

 
 The system (20) is equivalent to the following one: 
 

(P4 + j
j

j

Pα∑ − α4 m0 c) ψ = 0,    (22) 

(P4 + j
j

j

Pα∑ + α4 m0 c) ϕ∗ = 0.    (23) 

 
 Any solution of (18) will then have the form: 
 

Ψ = ψ – ϕ∗.      (24) 
 
 c) Equations (22) are the first-order Dirac equations.  Any solution ψ will then 
represent the state of the electron. 
 On the other hand, let ϕα be the conjugate functions to αϕ× .  By virtue of (23), those 

ϕα will satisfy the system: 
 

4 4 1 1 2 2 3 3
1 2 3 4 0

e e e e
p p p p m c

c c c c
α α α α∗ ∗ ∗ ∗        + Φ + + Φ + + Φ + + Φ −        

        
 ϕ = 0.     (25) 

 
 One passes from (22) to (25) by changing the sign of the charge and taking the 
conjugate matrices iα ×  in (25).  The system (25) is a Dirac system for the positron, 

because the change of matrices αi → iα ×  is not essential.  Any solution ϕ will then 

represent the state of a positron. 
 
 
 Remark. – If the ψβ are solutions to (22) then the functions: 
 

βϕ×  = i α1 α2 α3 ψβ      (26) 

 
will be solutions to (23), as one verifies immediately.  Conversely, if the βϕ×  satisfy (23) 

then the functions: 
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ψβ = i α1 α2 α3 βϕ×      (26′) 
 

will satisfy (22).  In other words, any solution to (22) will correspond to a solution of (23) 
by means of (26), and conversely. 
 
 
 4. Variational principles. – Introduce the real function: 
 

L ≡ − 
2

c
(Ψ* O Ψ + conj.).    (27) 

 
In (27), we have omitted the indices α in the functions Ψ, Ψ×, and the summations over 
those indices, as we shall often do.  Set: 
 

o

O  ≡ 2 2 24
0

0

[ ( ) ]P m c
m

α
α

α

α ε −∑     (28) 

 One will verify that: 
 

o
×Ψ ΨO ≡ 2 24 4 4

0
0 0 0

( ) ( )P P m c p P
m m m

α α
α α

α α

α α α× ∗ ∗ ∗  
Ψ Ψ − Ψ Ψ + Ψ Ψ  

  
∑ ∑ ;  (29) 

hence: 

− 
o

2

c ∗Ψ ΨO = − 
o

2

c

x

α

α
α

∗ ∗ ∂Ψ Ψ +
∂∑
K

O , 

in which: 

K
α = 

02 2
ic h

P
i m

αα
π

∗  
− Ψ Ψ  

  
+ conj. 

 Hence: 

, ( )

, ( )

c a
x

c b
x

α

α
α

α

α
α

∗

∗

∂= − Ψ Ψ − ∂ 


∂ = − Ψ Ψ +
∂ 

∑

∑

K
L O

K
O

    (30) 

and also: 
 

L = − 2 24 4 4
0

0 0 0

( ) ( )
2

c
c P P m c c m H p p

m m m
α αβ α

α αβ α
α α α∗ ∗ ∗ ∗ ∗   

Ψ Ψ − Ψ Ψ − Ψ Ψ − Ψ Ψ  
   

,    (31) 

 
in which the summation is implied. 
 Thanks to those formulas, and making use of the identity: 
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x

β

β
α

δ
δ

 ∂
 Ψ ∂ 

K
 ≡ 0, 

we will get: 

α

δ
δ ∗Ψ
L

= − c O Ψα  and 
α

δ
δΨ
L

= − c O*
α
∗Ψ .   (32) 

 
 It will then result that equations (18) are the Lagrange equations of the variational 
principle: 

δ ∫∫∫ ∫Ldx1 dx2 dx3 dx4 = 0.     (33) 

 
 Remark. – The first-order Dirac equation is the Lagrange equation for the variational 
principle: 

1
2δ ∫∫∫ ∫ [ψ* (Pα uα – α4 m0 c) ψ + conj.] dx1 dx2 dx3 dx4 = 0;   (34) 

 
similarly, equation (25) is the Lagrange equation for: 
 

1
2δ ∫∫∫ ∫ [ϕ* (− Pα

∗ (uα)* – α4 m0 c) ϕ + conj.] dx1 dx2 dx3 dx4 = 0.   (34′) 
 
 
 5. The electric current-density vector. – Since equations (18) are deduced from a 
variational principle, we can once more define an electric current-density, as in the 
preceding chapter [II , (34)], by the variational derivatives: 
 

C
α ≡ − 1

2 α
δ
δΦ
L

.      (35) 

 
 That current is the sum of two terms: 
 

o
α
C ≡ −

o1
( conj.)

2 2

c

α

δ
δ

∗ − Ψ Ψ + Φ  
O     (36) 

and 
s
α
C ≡ − 1

2
c m Hβγ

βγ
α

δ
δ

∗ − Ψ Ψ Φ
.    (37) 

 Explicitly: 
o
α
C  = 4

0

conj.
2

e
P

m
αα∗ 

Ψ Ψ + 
 

,    (36′) 

 
s
α
C ≡ c m

x
αβ

β
∗∂ Ψ Ψ

∂
,      (37′) 

and 
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C
α = 4

0

conj.
2

e
P

m
αα∗ 

Ψ Ψ + 
 

+ c m
x

αβ
β

∗∂ Ψ Ψ
∂

.   (38) 

 
 (36′) is the analogue of the current in Schrödinger’s theory [II , (33′)].  The term (37′) 
is new.  Now, in Maxwell’s theory, a polarized medium whose polarization tensor is 
M

αβ will give rise to a current ∂Mαβ / ∂xβ.  The tensor: 

 
M

αβ ≡ c Ψ* mαβ Ψ, 

 
will then be, by definition, the “mean-value density of the electromagnetic polarization” 
tensor.  That interpretation conforms to the results of § 2.  That expression for the current 
will transform with the aid of (20) and (21); one will have: 
 

4

( ), 1,2,3, ( )

( ). ( )

j
j jce j a

ce b

ψ α ψ ϕ α ϕ
ψ ψ ϕϕ

∗ ∗

∗ ∗

= − − =


= − 

C

C
  (39) 

 
 In order to see that (39) is indeed equal to (38), the simplest way is to remark that, 
thanks to (21), (39) can be written: 
 

4

( ),
2

( ).
2

j
j j

ce

ce

α χ χ α

χ χ

∗ ∗

∗ ∗

= − Ψ + Ψ 

= Ψ + Ψ


C

C

    (40) 

 
 In order to obtain (38), it will suffice to replace χ and χ× in (40) with their values that 
one infers from (39). 
 The electric current-density is then composed of two parts.  One of them: 
 

−
C 

j = − c e ψ*αj ψ, −
C

4 = c e ψ*ψ    (41) 

 
is a current-density of negative electrons.  The other one: 
 

+
C 

j = c e ϕ*αj ϕ, +
C

4 = − c e ϕ*ϕ   (41′) 
 

is a current-density of positive electrons.  With the notations of (14), those formulas will 
become: 

−
C

α = e ψ*c uα ψ, +
C

α = − e ψ*(c uα)*ψ.   (42) 

 
 We also point out that the tensor-operator mαβ can be written: 
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mαβ = 4

0

1

2 2

h e

c m

α
π

i uα uβ. 

 
 Remark. – Thanks to the property (26), one can also define two vectors: 
 

A
1 = − c e ψ* i α2 α3 ϕ*, …, A4 = c e ψ* i α1 α2 α3 ϕ*,  (43) 

and 
D

1 = − c e ϕ i α2 α3 ψ, …, D4 = c e ϕ i α1 α2 α3 ψ.  (43′) 
 
 Theorem. – One has: 

s

x

α

α
∂
∂
C ≡ 0,     (44) 

 
identically, since Mαβ = − Mβα.  On the other hand, as in Schrödinger’s theory (II , § 7), 

one shows that: 
o

x

α

α
∂
∂
C

= 0,     (45) 

 
by virtue of equations (18).  Finally, one will likewise have: 
 

x

α

α

−∂
∂
C

= 0,     (46) 

 
by virtue of equations (22), and similarly: 
 

x

α

α

+∂
∂
C

= 0,     (47) 

by virtue of (23). 
 There is then conservation of the negative electron current and conservation of the 
positive electron current. 
 
 
 6. – The energy-impulse tensor. – As in Schrödinger’s theory, the tensor T αβ will 

be such that: 

x

αβ

β
∂
∂
T

= + C β Hβα .     (48) 

 
 The first three terms in the right-hand side of (48) represent the Lorentz force, up to a 
factor of c ; recall that: 

C 
j = Cxj , C 

4 = ρ c. 
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 The present theory satisfies only the principle of special relativity.  It will therefore 
not be possible to define the energy-impulse tensor here by a variational derivative, as in 
[II , (33)].  In the case of electric current, we have seen that one of the terms in the current 
of Dirac’s theory corresponds to the Schrödinger current.  We can likewise define a term 
in the energy-impulse tensor here that corresponds to the Schrödinger energy-impulse 
tensor.  It is easy to introduce directly a tensor T 

αβ that will satisfy the condition (48). 

 The form (40) of the current points to a manner of proceeding for us.  Consider the 
tensor-operator: 

tαβ ≡ Pα uβ       (49) 
and form the asymmetric tensor: 
 

T 
αβ ≡ 1

2 (Ψ* Pα uβ χ + χ* Pα uβ Ψ).    (50) 

 
 Theorem. – By virtue of equations (20), one has: 
 

1

2xβ
∂

∂
[Ψ* Pα uβ χ + χ* Pα uβ Ψ] – Cβ Hβ .   (51) 

 
 Proof. – Thanks to (20): 
 
 χ* uβ p

β Ψ, α  = χ* α4 m0 c
2 χ, α + e χ* uβ Φβ Ψ, α + e χ* uβ Φβ, α

  Ψ, 
 
 − χ, α uβ

∗ (pβ )* Ψ*  = − χ, α α4 m0 c
2 χ* − e χ, α uβ

∗ Φβ Ψ, 

 
 − Ψ, α (uβ p

β )* Ψ*  = − Ψ, α α4 m0 c
2 Ψ* − e Ψ, α uβ

∗ Φβ χ* , 
 
 Ψ* uβ p

β χ, α  = Ψ* α4 m0 c
2 Ψ, α + e Ψ* uβ Φβ χ, α + e Ψ* uβ Φβ, α

  χ. 
 
 
 Add corresponding sides of these four relations and get: 
 

xβ
∂

∂
(χ* uβ pα Ψ  + Ψ*uβ pα χ) = e (χ* uβ Φβ, α Ψ  + Ψ*uβ Φβ, α χ) . 

 
 The proof is completed by adding the term: 
 

− e (χ* uβ Φα, β Ψ  + Ψ*uβ Φα, β χ) 
 
to both sides of the latter relation. 
 
 Remarks. –  
 
 a) The tensor T αβ is defined by the conditions (48) only up to terms of the form Xαγβ 

such that: 
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x

αγβ

γ
∂

∂
X

= 0. 

 
 There then exist other tensors than (50) that satisfy (48). 
 In particular, the real tensor: 

( )r
αβT  = 1

2 (T αβ + conj.)     (51) 

 
obviously satisfies the condition (48), since the right-hand side of (48) is real; one will 
then have: 

( )r

x

αβ

β

∂
∂
T

 = Cβ Hβα .     (52) 

 
 It is interesting to decompose the asymmetric tensor (51) into its symmetric part: 
 

( )s
αβT = 1

( ) ( )2 ( )r r
αβ βα+T T      (53) 

and its antisymmetric part: 
( )a

αβT = 1
( ) ( )2 ( )r r
αβ βα−T T .     (54) 

 
 When one lets γ′Σ  denote a summation that is performed over indices γ that are 

different from α and β, one will easily find that: 
 
 ( ) ( )( )r r

αβ βα−T T  = 1
2 (Ψ* uα uβ α4 m0 c

2
 Ψ + χ* uα uβ α4 m0 c

2
 χ) 

 − γ′Σ 1
2 (Ψ* uα uβ uγ Pγ χ + χ* uα uβ uγ Pγ Ψ) . 

 
 Hence, upon taking into account the Hermiticity of the matrices uα and α4 : 
 

( )

2
a

αβT = γ′Σ 1

2 2

h

xγπ
∂

∂
(Ψ* i uα uβ uγ χ + χ* i uα uβ uγ Ψ)  (α ≠ β ≠ γ).  (55) 

 
 The Hermitian operator: 

sαβγ =
4

h

π
i uα uβ uγ     (56) 

 
appears in the right-hand side, along with the completely-antisymmetric tensor: 
 

Sαβγ = 1
2 (Ψ* sαβγ χ + χ* sαβγ Ψ);   (56′) 

explicitly: 
 

s123 =
4

h

π
iα1 α2 α3 ,    s124 =

4

h

π
iα1 α2,    s234 =

4

h

π
iα2 α3 ,    s314 =

4

h

π
iα3 α1 . 
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 One can define a vector whose covariant components are: 
 

N1 = S234, N2 = S314, N3 = S124, N4 = − S123  (57) 
 

with the aid of the four components Sαβγ of the completely-antisymmetric tensor (56′). 
 The relations (55) are then written: 
 

( )

2
a

αβT = 
NN

xx
βα
αβ

∂∂ −
∂∂

,     (58) 

 

in which αβαβ  forms an even permutation of the numbers 1, 2, 3, 4.  It will then result 
that: 

( )a

x

αβ

β
∂

∂
T

= 0; 

hence: 
( )s

x

αβ

β
∂

∂
T

= Cβ Hβα .    (59) 

 
 The symmetric tensor (53) also satisfies the condition (48) then. 
 Finally, like the current, the tensor T αβ decomposes into two terms: 

 
T 

αβ = ψ* Pα uβ ψ – ϕ Pα uβ ϕ*. 

 We then set: 

−
Tαβ ≡ ψ* Pα uβ ψ = 

2

h e
u

i x c α βαψ ψ
π

∗ ∂ − Φ ∂ 
,   (60) 

 

+
Tαβ ≡ − ϕ* (Pα uβ)

*ϕ = 
2

h e
u

i x c α βαϕ ϕ
π

∗ ∗∂ + Φ ∂ 
.   (61) 

 One has: 

x

αβ

β

−∂
∂
T

= Hαβ –Cβ and 
x

αβ

β

+∂
∂
T

= Hβα +Cβ .   (62) 

 The tensor: 
−
T 

αβ + +T αβ      (63) 

 
will likewise satisfy the conditions (48); i.e., one will have: 
 

( )

x

αβ αβ

β

− +∂ +
∂

T T
= Cβ Hαβ

 .     (64) 

 
 Remarks. – The presentation in this chapter shows that the wave mechanics that is 
based upon the second-order Dirac equations constitutes only a juxtaposition of the 
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theories of the electron and the positron.  It will permit one to pass to states of negative 
kinetic energy as long as one confines oneself to only the study of non-interacting 
electrons and positrons.  However, some important phenomena, such as materialization 
and dematerialization, cannot be explained by it.  Indeed, by virtue of the continuity 
equations, one will have both conservation of the electron number and conservation of 
the positron number. 
 Moreover, one knows that in order to study phenomena such as the appearance and 
disappearance of electron-positron pairs, one will be led to quantize the wave functions 
(1).  Thanks to second quantization, one can obtained the desired results, but only by 
introducing some interaction terms that include the densities (43) and (43′) into the 
expression for the for the energy artificially. 
 
 
 7. Action of a light wave upon an electron. – Let: 
 

H ≡ 
3

1 2
jj j x

j

h e
c

i x c
α

π=

∂ + ∂ 
∑ V  + e V – α4 m0 c

2   (65) 

 
denote the Dirac Hamiltonian operator, in which jx

V  are the components of the magnetic 

potential, and V is the electric potential of the non-luminous Maxwell field (which we 
assume to be time-independent) in which the electron is placed.  Let nfγ (x, y, z) denote a 

complete system of wave functions such that: 
 

H nfγ  = En nfγ .      (66) 

 
 In order to simplify matters, we suppose that the proper values of (66) are discrete 
and non-degenerate; the general case will introduce only complications in the notations.  
The functions nfγ  are normalized and orthogonal: 

 

( )n nf f dxdy dz∗
∫∫∫E  = 1; ( )n nf f dx dy dz′∗

∫∫∫E  = 0 for n′ ≠ n.  (67) 

  
 The integration extends over the entire space of the variables x, y, z.  The function: 
 

n
γψ =

2 ni
E tn hf e

π

γ  

 
represents the state of an electron with energy En.  The state of an electron that is placed 
in the field V, V in the absence of a light field will be defined in a general fashion by the 

sum or series: 
ψγ = n

n
n

a γψ∑ ,  n = 1, 2, …,    (68) 

                                                
 (1) See [9] and [10].  
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in which the an are constants.  If one normalizes ψ then one will have: 
 

2| |n
n

a∑  = 1.     (69) 

 
 One then knows that, in the convenient language of the calculus of probabilities, 2| |na  
represents the probability for the electron to be found in the state of energy En.  In the 
absence of perturbations, these 2| |na  will remain invariant in the course of time.  A 

Maxwellian light wave will be defined by the electromagnetic potentials V(l)(x, y, z, t), 

V(l)(x, y, z, t).  Physically, the light wave will have the effect of provoking “transitions” in 
the state of the electron that will be represented by (68) at a well-defined instant.  
Mathematically, those transitions will be expressed by the idea that the an vary in the 
course of time.  The study of those transitions then consists in the study of the way that 
the an can vary in the course of time under the action of a light wave.  In other words, the 
presence of the light field will transform (68) into: 
 

ψγ = ( ) n
n

n

a t γψ∑ ,     (70) 

 
and the problem will come down to that of finding the equations that the an(t) must 
satisfy. 
 With the notations that were introduced above, the variational principle (34) will be 
written: 

1
conj.

2 2

h
H I

i t
δ ψ ψ

π
∗ ∂  + − +  ∂  

∫∫∫ dx dy dz dt,   (71) 

 
in which I denotes the interaction factor between the electron and the light wave: 
 

I ≡ e 
3

( ) ( )

1
j

l l
j x

j

Vα
=

 
+ 

 
∑ V .    (72) 

 
 That variational principle provides the equations that the an(t) must satisfy.  
Conforming to (67), the domain of integration that relates to the x, y, z is all of the space 
E.  The variational principle (71) must then be interpreted in the following manner: 

 One varies the ψ, ψ× only by the intermediary of the an(t), ( )na t× .  The variational 

equation (71) will then become: 

dtδ ∫L = 0,      (73) 

in which: 
L ≡ dx dy dz∫∫∫EL ,     (74) 

with 
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L ≡ 1
2 2

h
H I

i t
ψ

π
∗ ∂ + − ∂ 

+ conj.   (75) 

 
 If one takes (66) and (67) into account then: 
 

L ≡ 1
,2 2

n
n n n n n

n n n

dah
a I a a

i dtπ
∗ ∗

′ ′
′

 − 
 
∑∑ ∑ + conj.  (76) 

in which one has set: 

In, n′ ≡ ( ) n
n I dx dy dzψ ψ ′∗

∫∫∫E .   (77) 

 
 The Lagrange equations for (73) are: 
 

n n

d

a dt a∗ ∗

∂ ∂−
∂ ∂ ɺ
L L

= 0     (78) 

and the conjugate equations: 

n n

d

a dt a

∂ ∂−
∂ ∂ ɺ
L L

= 0,     (79) 

with 

naɺ  = nda

dt
 and na∗ɺ  = nda

dt

∗

. 

 
 Explicitly, (78) and (79) are written: 
 

2 n

h
a

iπ
ɺ = ,n n n

n

L a′ ′
′
∑ ,     (78′) 

 

−
2 n

h
a

iπ
∗ɺ = ,n n n

n

a L∗
′ ′

′
∑ .     (79′) 

 
 Those equations are well-known.  Here, we have shown how one can obtain them by 
starting from the general variational principle (34). 
 As one knows, equations (78) are not sufficient.  They do not take into account the 
reaction of the electron on the field in which it is embedded (see [1], § 6).  Notably, they 
do not explain spontaneous emission.  In order to likewise obtain that phenomenon, one 
must appeal to second quantization.  Now, it seems that second quantization must appear 
only when one deals with ensembles of n corpuscles (n > 1), since the commutation 
relations that are introduced into that theory are based upon statistical considerations (1).  
The phenomenon of spontaneous emission will still be true in the absence of Maxwellian 
photons, so one must be able to find an explanation for that phenomenon without 

                                                
 (1) See, for example, [24], pp. 229, et seq.  
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utilizing second quantization in a theory of elementary interaction phenomena between a 
photon and an electron. 
 In Chapter VII, we will see that the wave mechanics of the photon permits one to 
envision those problems in a satisfactory fashion. 
 
 Remarks. –  
 
 a) Equations (78′, 79′) can take the Hamiltonian form.  Indeed, set: 
 

d ≡ 
2 n

h
a

iπ
∗ ,      (80) 

 
and introduce the Hamiltonian function: 
 

K ≡ ,n n n n
n n

a I a∗
′ ′

′
∑∑ .     (81) 

 
 One easily verifies that equations (78′, 79′) are nothing but: 
 

,

.

n

n

n

n

da

dt d

dd

dt d

∂= ∂ 


∂ = −
∂ 

K

K
     (82) 

 
 b) The presentation in this paragraph constituted an application of the theory of 
transitions that are caused by a perturbation.  In a general manner, let H0 be the 
Hamiltonian operator of an arbitrary system, and let I be the energy operator of the 
perturbation that perturbs the system under study; in the case of § 7, H0 will be given by 
(65), and I will be given by (72). 
 Let ψn be the complete system of proper functions such that: 
 

H0 ψ n = En ψ n.     (83) 
 
 The general solution of the equation: 
 

H0 ψ n = 
2

h

i tπ
∂
∂

     (84) 

will be: 
ψ = n

n
n

a ψ∑ ,      (85) 

 
in which the an are constants.  By hypothesis, the perturbation I will have the effect of 
stimulating transitions in the system (85).  In other words, the an will become functions 
of time as a result of the perturbation I.  The problem that is then posed in the study of 
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transitions is not that of studying the functions ψ that define the state of system when one 
takes the perturbation into account, but only that of determining the functions an(t).  
Those functions an(t) must satisfy a variational principle that is analogous to the one that 
yields the Dirac equation.  However, here there is just one independent variable – viz., 
time t – and the unknown functions that are the ψγ in Dirac’s theory are the an(t) here.  By 
virtue of the study that was made above, it seems reasonable for us to consider the 
variational equation: 

dtδ ∫L  = 0     (86) 

in full generality, with: 

L  ≡ ,

1

2 2
n

n n n n n
n n n

dah
a I a a

i dtπ
∗ ∗

′ ′
′

 − 
 
∑∑ ∑ + conj.  (87) 

 
as the fundamental variational principle of the theory of transitions that are caused by a 
perturbation I.  The In, n′ are the elements of the matrix of the operator I on the system of 
proper functions ψ n.  In order to be able to write that function L , it will suffice to know: 
 
 1. The perturbation operator I. 
 
 2. The proper functions ψ n that are defined by (83) and relate to the Hamiltonian 
operator of the system when one neglects the perturbation. 
 
 We will utilize the principle (86) in Chapter VII. 
 
 c) The elements In, n′ depend upon time; one has: 
 

In, n′ = In, n′ (0) 
2

( )n ni
E E t

he
π ′ −

,    (88) 
in which: 

In, n′ (0) = ( )n nf I f dxdy dz′∗
∫∫∫E .    (89) 

 Upon setting: 

An = 
2 ni

E t
h

na e
π

,      (90) 

equations (78′) can be written: 
 

,[ (0) ]n
n n nn n

n

I E Aδ ′
′ ′ ′

′
+∑ = 

2
ndAh

i dtπ
.    (91) 

 
 Finally, we let A denote the “vector” whose components are An in the space of proper 
functions fn , while I and Hop will denote the operators whose corresponding matrices in 

the space of functions fn will be In, n′ (0) and  δn, n′ E
n′, respectively.  Equations (91) will 

then take the form: 

(Hop + I) A = 
2

h d

i dtπ
A

.    (92) 
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 These equations (92) have the usual form for the equations of evolution in wave 
mechanics. 
 

____________ 



 

CHAPTER IV 
 

THE PHOTONIC FIELDS OF  
TH. DE DONDER-J. M. WHITTAKER  

 
 

 1. Fundamental equations. – One remembers some research that was carried out 
some years ago (1) in order to establish the fundamental equations of wave mechanics in 
Maxwellian form.  In 1928, J. M. Whittaker wrote the fundamental equations of the 
electron in the following form (the summation sign is implicit): 
 

2

0

2

0

2
,

( )

2
,

( )

,

,

g U m cI
g g g P

x x h

a

U m cJ
g g g Q

x x h

b

g P
g I

x

g Q
g J

x

P g g Q QP
U

x x x xg

αβ
αβ α

β β

αβ αβ α
β β

α

α

α

α

β αγ βδ γα δ
αβ β α δ γ

π

π

 ∂ − ∂   = − − −    ∂ ∂     

∂  ∂   = − − −    ∂ ∂    

 ∂ −
= − 

∂  

 ∂ −
= − 

∂  

∂ ∂ ∂   ∂= − + −  ∂ ∂ ∂ ∂−   
. ( )c





















 


  (1) 

 One has set: 
 

xα
∂ 

 ∂ 
 = 

xα
∂

∂
− ξα  and  ξα = 

2 ie

hc

π Φα , 

 
in which Φα  are, as usual, the four components of the electromagnetic potential in which 
the electron is embedded.  m0, e are the rest mass and charge of the electron. 
 Those sixteen equations are linear in the sixteen complex functions: 
 

Uαβ , Pα , Qα , I, J,    (2) 
 
and their first derivatives.  The first eight of them have the Maxwellian form that is 
characterized by the divergence that enters into the left-hand sides.  Equations (1.b) are 

                                                
 (1) See [11], [12], and [13]. 
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the complementary equations that relate to the potentials Pα , Qα .  Finally, the six 
equations (1.c) are the defining equations of the fields as functions of the potentials. 
 J. M. Whittaker showed that the particular solutions of those equations are solutions 
of the Dirac equation.  Those particular solutions are obtained by establishing twelve 
relations between the sixteen functions (2).  Four unknown functions ψα (α = 1, …, 4) 
will then remain.  However, it is easy to see that by virtue of the invariance of the 
quantities (2), those twelve relations are not invariant, and that J. M. Whittaker’s ψα do 
not vary like a semi-vector.  If the equations that the ψα satisfy in a particular coordinate 
system are Dirac’s then that will no longer true in another system that is obtained by 
starting from the first one by a Lorentz transformation.  It then results that J. M. 
Whittaker’s equations, to which one adjoins the aforementioned twelve equations, cannot 
be considered to be the fundamental equations of the wave mechanics of a Dirac 
electron. 
 
 
 2. Variational principle.  – The eight Maxwellian equations (1.a) will yield a 
variational principle when one takes (1.b) and (1.c) into account.  Indeed, they are 
equivalent to the Lagrange equations: 
 

Pα

δ
δ
M

 = 0 and 
Qα

δ
δ
M

= 0,    (3) 

in which 

M ≡ { }1
2 ( ) ( )g U U I I J J P P Q Qαβ α α

αβ α α
∗ ∗ ∗ ∗ ∗− + − − − .  (4) 

 
 
 3. Correspondence principle. – By virtue of the correspondence principle, the 
current-density vector will be defined, as in [II , (34)], by: 
 

C
α = − 

1

2 α

δ
δΦ
M

,     (5) 

 
and the energy-impulse tensor will be: 
 

T 
αβ = − 

1

2 gαβ

δ
δ
M

.     (6) 

 Explicitly: 

C
α = − 

2 Uie
U P Q J Q

hc g
αβαβ α

β β
π ∗ ∗ ∗

  + − 
−  

+ conj.   (7) 

 
 We have no need for the very complicated explicit form for the tensor T αβ.  One can 

prove that by virtue of equations (1), one will have the continuity equation: 
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x

α

α
∂
∂
C

= 0      (8) 

and law of energy-impulse: 

x

αβ

β
∂
∂
T

= Cβ Hβα .     (9) 

 
 

 4. Photonic fields. – According to Th. De Donder, wave mechanics is characterized 
by the study of a new field that he referred to by the name of the photonic field (1).  In his 
way of looking at things, the general theory of the photonic field applies to not just the 
electron, but to any corpuscles, charged or not, as well as the photon. 
 After J. M. Whittaker’s article appeared, Th. De Donder considered equations (1) to 
be the fundamental equations of the photonic field.  We just pointed out that those 
equations cannot serve to define the Dirac electron.  However, those equations must be 
valid for the photon, since they have a Maxwellian form.  For the photon, one must set e 
= 0 in (1) and replace m0 with the mass µ0 of the photon (2).  Equations (1) will then 
become: 

2

0

2

0

2
,

2
,

,

,

.

g U m cI
g g g P

x x h

U m cJ
g g g Q

x x h

g P
g I

x

g Q
g J

x
P g g Q QP

U
x x x xg

αβ
αβ α

β β

αβ αβ α
β β

α

α

α

α

β αγ βδ γα δ
αβ β α δ γ

π

π

∂ − ∂  = − − −  ∂ ∂   
∂ ∂   = − − − ∂ ∂  

∂ −
= −

∂ 
∂ −
= −

∂ 
∂ ∂ ∂ ∂ = − + − ∂ ∂ ∂ ∂ −   

   (10) 

 
 Those equations generalize the classical Maxwell equations. 
 
 

__________ 
 

                                                
 (1) See [14], pp. 8.   The author reprised and developed that study in [15], pp. 77. 
 (2) We can annul µ0 here with no inconvenience. 



 

CHAPTER V 
 

WAVE MECHANICS OF THE PHOTON.  
 

 1.  Introduction. – In the beginning, the wave mechanics of material particles was 
developed by analogy with Fresnel’s theory of light.  Meanwhile, that wave mechanics 
was soon constructed in an autonomous fashion by basing it upon a new and 
characteristic formalism that was analyzed in the preceding chapters. 
 For reasons of unity, it would be natural to try to establish the theory of the photon 
and the electron upon the same general principles.  Notably, the interaction between light 
and matter demands to be envisioned from that viewpoint. 
 Furthermore, for quite some time, certain imperfections have been glimpsed in 
Maxwell’s theory, which does not account for the corpuscular aspect of light.  The 
quantization of fields eliminates that imperfection.  It has achieved great successes 
(fluctuations of black-body radiation, the phenomena of emission and absorption of light 
atoms, etc.), but only at the expense of new difficulties, such as infinite energy at 
absolute zero, non-commutation of the vector potential with the divergence of the electric 
field.  Those new difficulties have been eliminated at present only in an artificial manner. 
 De Broglie has shown that his wave mechanics of the photon has eliminated those 
contradictions and has yielded the theory of ensembles of photon by second quantization, 
just as the theory of ensembles of electrons is deduced from the wave mechanics of the 
electron by second quantization. 
 We briefly summarize some of the ideas that have guided L. de Broglie in his 
research: 
 
 a) The photon will not be a Dirac corpuscle, since it seems certain that an ensemble 
of Dirac particles must obey Fermi statistics.  As a system of photons that obey Bose 
statistics, it seems more natural to suppose that a photon is a complex particle that is 
composed of two Dirac particles (more precisely, a corpuscle and an “anti-corpuscle”). 
 
 b) In the interaction between light and matter, the essential elementary phenomenon 
is the photoelectric effect.  A photon will disappear in the course of the phenomenon.  
One seeks to express that fact in the language of wave mechanics in the following form: 
The photon passes from the state that is represented by a certain number of wave 
functions Φε to the “annihilated state” Φ(0).  That annihilated state plays a very special 
role: It represents a photon whose measurable characteristics are all zero. 
 
 c) Light can be polarized.  In addition, the photoelectric effect is influenced by the 
polarization of the absorbed light.  That indicates that the new theory must possess an 
element that is capable of attributing a polarization state to each photon. 
 
 d) The theory of the electromagnetic field introduced the important notions of the 
electric and magnetic fields.  Those fields are measured only by means of the 
intermediary of the interaction of matter and light.  Conforming to remark b) and the 
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general principles of wave mechanics, one must think that those fields appear to be 
densities of the matrix elements that are associated with the transitions Φ → Φ(0). 
 
 e) The wave function Φε  of a photon that has not been annihilated satisfies certain 
fundamental equations.  By virtue of the field equations that were defined above, it is 
necessary that they must satisfy some equations of Maxwellian type. 
 
 The presentation that follows is based upon L. de Broglie’s new conception of light.  
He proved that wave mechanics permits one to simplify the study of the properties of 
light and make it more precise. 
 
 
 2. Fundamental equations. – The Dirac equations that relate to the electron are 
written: 

H ψ = 
2

h

i t

ψ
π

∂
∂

,     (1) 

 
in which H is the Hamiltonian [III , (15″)].  Similarly, the first task in the wave mechanics 
of the photon was to establish equations: 
 

H Φ = 
2

h

i tπ
∂Φ
∂

     (2) 

 
that would be analogous to (1) in order to determine the time evolution of the wave 
functions Φε .  If the relativistic wave mechanics of systems of two Dirac corpuscles were 
known then one would only have to apply it to the case of the photon, while utilizing the 
hypothesis (§ 1, a), in order to obtain the desired equations.  However, that theory of 
systems is not known.  In order to find the fundamental equations of the photon, L. de 
Broglie appealed to a process that is less rigorous ([16], pp. 37), but still partially justified 
([18], pp. 105).  Here, we are content to refer to the original memoirs, and we shall note 
simply that it results from those works that the coordinates x, y, z that figure in the 
fundamental equations can be interpreted as the coordinates of the center of gravity of the 
photon. 
 The equations of the (un-annihilated) photon are (†): 
 

1

c t
αβ∂Φ

∂
= 0

1 2 3 4

2 i c

x y z h

π µ ∂ ∂ ∂+ + + ∂ ∂ ∂ 
A A A A  Φαβ ,  (I) 

 
1

c t
αβ∂Φ

∂
= 0

1 2 3 4

2 i c

x y z h

π µ ∂ ∂ ∂+ + + ∂ ∂ ∂ 
B B B B  Φαβ ,   (II) 

 

                                                
 (†) Translator’s note: It was not clear in the original that he actually meant Φαβ in both equations. 
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in which Φαβ = Φαβ (x, y, z, t) are sixteen wave functions.  (The coordinate trihedron is 
tri-rectangular.)  A1, …, A4, B1, …, B4 are eight matrices with sixteen rows and columns 

that are defined with the aid of the Dirac matrices (1): 
 

1 , 1 2 , 2 3 , 3

4 , 4

1 , 1 2 , 2 3 , 3

4 , 4

( ) ( ) , ( ) ( ) , ( ) ( ) ,

( ) ( ) ,

( ) ( ) , ( ) ( ) , ( ) ( ) ,

( ) ( ) ,

αβ γε αγ βε αβ γε αγ βε αβ γε αγ βε

αβ γε αγ βε

αβ γε βε αγ αβ γε βε αγ αβ γε βε αγ

αβ γε βε αγ

α δ α δ α δ
α δ

α δ α δ α δ
α δ

= = = 
= 
= = − = 
= − 

A A A

A

B B B

B

  (3) 

 
(δαα = 1, δαβ = 0 for α ≠ β.)  For example: 
 

A1 Φαβ = ∑ ∑ (A1)αβ, γδ Φγδ . 

 
 L. de Broglie showed that these equations can be considered to be “the wave 
equations that correspond to the motion of the center of gravity of the (un-annihilated) 
photon.” 
 The system (I), (II) is equivalent to the system: 
 

(H(a) + H(b)) Φ =
2

h

i tπ
∂Φ
∂

,     (III) 

 
(H(a) − H(b)) Φ = 0,     (IV) 

in which: 

( ) 0
1 4

( ) 0
1 4

2
,

4

2
.

4

a

b

i chc
H

i x h

i chc
H

i x h

π µ
π

π µ
π

∂ ≡ + +  ∂  


∂  ≡ + +  ∂  

⋯

⋯

A A

B B

   (4) 

 
 The sixteen equations (III) are the “evolution equations” that were mentioned in (2), 
and: 

H ≡ H(a) + H(b)      (5) 
 

is the Hamiltonian of the theory of the photon.  The sixteen equations (IV), which do not 
include time derivatives, are the “condition equations.”  Those thirty-two equations are 
compatible, they are invariant under any Lorentz transformation, and the Φαβ vary like 
the products ψα βψ × , in which the ψα are Dirac wave functions. 

 In order to make the significance of the condition equations (IV) somewhat more 
precise, we shall study the case of a monochromatic wave: 
 

                                                
 (1) For example, the matrix A1 is equal to the direct product of the matrix α1 and the identity matrix: A1 
= α1 × I.  Similarly, B1 = I × α1. 
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Φαβ = ϕαβ 
2 iE

t
he

π

, 
 
and start from equations (III).  By virtue of (III): 
 

Hϕ = Eϕ. 
 If one adds the conditions (IV): 

H(a) = H(b) 
then: 

H(a) ϕ = 
2

E ϕ,  H(b) ϕ = 
2

E ϕ. 

 
 The condition equations (IV) will then serve to define some pure states for energy for 
which the proper values of the operators H(a) and H(b) will be equal. 
 Now, consider the annihilation solution 0

αβΦ .  The energy and impulse of an 

annihilated photon must be zero.  It will then result that the functions 0
αβΦ  are constants 

that satisfy the equations: 
(A4 + B4)

0
αβΦ  = 0;     (6) 

hence: 
 0

13Φ = 0
14Φ = 0

23Φ = 0
24Φ = 0

31Φ = 0
41Φ = 0

32Φ  = 0
42Φ  = 0.  (7) 

 
 It is natural to suppose, in addition, that this annihilation solution preserves its form in 
any Lorentz system; i.e., that it is invariant with respect to any Lorentz transformation.  
That condition can succeed in determining the 0

αβΦ .  One will have: 

 
0
αβΦ = (α4)αβ ,      (8) 

 
up to a multiplicative constant.  Those functions are solutions of (III), but not of (IV).  
One easily sees that (8) is a solution for which H(a) and H(b) have the proper values 1

2 µ0c
2 

and − 1
2 µ0 c

2, resp. 

 
 Remarks. – Like the Dirac ψα , the Φαβ will have the dimension L−3/2, where L ≡ 
length.  In order for the annihilation solution to likewise have those dimensions, it will 
suffice to take: 

0
αβΦ = λ (α4)αβ ,     (8′) 

 
instead of (8), in which λ has the dimensions of (length)−3/2.  In practice, that annihilation 
solution will appear only in the densities of matrix elements that are associated with the 
disappearance or appearance of a photon.  Those densities already include an arbitrary 
multiplicative constant K, into which the constant λ can always be absorbed. 
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 3. Operators. – The main operators that have been encountered in the theory of the 
photon up to now have had the form: 

F (a) + F (b) ; 
 
i.e., they are composed of the sum of a (linear, Hermitian) operator “of type (a)” and a 
(linear, Hermitian) operator “of type (b)”.  An operator of type (a) does not act upon the 
second index of Φαβ , while an operator of type (b) does not act upon the first one.  
Therefore, let f (a), f (b) be the operators of Dirac’s theory that correspond to F (a), F (b), 
respectively.  If the summation sign is implicit then one will have: 
 

F (a) Φαβ = (f (a))αγ Φγβ        and      F (b) Φαβ = (f (b))βγ Φαγ  ;  (10) 
for example: 
 A2 Φαβ = (α2)αγ Φγβ  and B2 Φαβ = (− α2)βγ Φαγ . 

 
 More generally, for an operator of the form F (a) F (b), one will have: 
 

F (a) F (b) Φαβ = (f (a))αγ (f (b))βδ Φγδ .    (10′) 
 
 Since the matrices A satisfy the same commutation relations as the Dirac matrices, 

one can form a table of sixteen operators with the aid of the A and the identity matrix that 

is analogous to the table of sixteen fundamental Dirac operators.  One operates upon the 
B similarly.  One will then have two tables of sixteen fundamental operators (1) [of the 

type (9)], namely: 
1
2 (A4 ± B4),      (11) 

 
1
2 (A1 ± B1), 1

2 (A2 ± B2), 1
2 (A3 ± B3), 1

2 (1 ± 1),  (12) 

 
1

1 4 1 42

1
2 3 4 2 3 42

( ),

( ),

i i

i i

± 
 ± 

⋯

⋯

AA BB

A A A B B B
    (13) 

 
1

1 12 ( )a bs s± , …, 1
4 42 ( )a bs s± ,    (14) 

 
1
2 (A1A2A3A4 ± B1B3B3B4) .     (15) 

 
Those operators play a very important role in the theory.  In particular, the study of the 
operators of the type 1

2 (A + B) parallels that of the corresponding operators α in Dirac’s 

theory. 
 

                                                
 (1) We utilize the notations 

1
sα  = i A2 A3 , 4

sα  = i A1 A2 A3 , and analogous notations for the B matrices. 
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 4. Mean values and matrices. – By analogy with the wave mechanics of the 
electron, one can be tempted to take: 
 

Φ* (F (a) + F (b)) Φ     (16) 
 
to be the expression for the mean-value density that corresponds to the operator F (a) + F 
(b).  However, that definition is not admissible, by reason of variance.  Indeed, consider, 
for example, the case of the operators: 
 

4 4 4
( ) ( ) ( ) ( )

1
( ) ( )2

, 1; , 1; 1,2,3,

( ), 1, ,4.

i
a i a b i b

a b

u u u u i

u u uα α α α
= − = = − = = 
= + = ⋯

A B
 (17) 

 The densities: 
Φ* c uα Φ 

 
are not the components of a vector; they are the components (α 4) of a tensor: 
 

( ) ( ) ( ) ( )( )
2 a b b a

c
u u u uα β α β∗Φ + Φ .    (18) 

 
 On the contrary, the densities: 
 

4 ( ) 4 ( )( )
2 a b

c
u uα α∗Φ + ΦB A     (19) 

 
are the components of a vector (1).  Generalizing that result, one will be led to take: 
 

Φ* (B4 F (a) + A4 F (b)) Φ    (20) 

 
to be the definition of the mean-value densities [17], instead of (16). 
 The tensors that are obtained in that fashion will always have the proper variance.  
The mean values will then be given by the integrals: 
 

∗Φ∫ (B4 F (a) + A4 F (b)) Φ dx dy dz ;    (21) 

 
the integration extends over the entire space of the variables x, y, z. 
 Similarly, let Φ(p) (p = 1, 2, …) be a complete system of wave functions.  The 
densities of matrix elements that correspond to the operator will then be: 
 

(Φ(p))* (B4 F (a) + A4 F (b)) (Φ(p′))   (22) 

 
in the system Φ(p), and the matrix elements will be: 
                                                
 (1) As in Chapter IV, the square of the elementary interval will be (ds)2 = − (dx1)2 − … + (dx4)2 here, 
and the variance will mean under any Lorentz transformation. 
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∫ (Φ(p))* (B4 F (a) + A4 F (b)) (Φ(p′)) dx dy dz.  (22′) 
 
 The reasons that led us to take (20), instead of (16), have been of a purely 
mathematical order up to now.  According to L. de Broglie “It seems possible that the 
modification in the usual definition of ρ whose necessity we have seen in the theory of 
the photon is related to the fact that the photon is a complex corpuscle that is subject to 
Lorentz contraction in its internal structure.” 
 A good relativistic theory of systems of two corpuscles must be able to express that 
difference logically.  In the absence of that theory, we will justify the definition (20) by 
showing that it leads to some results that are completely satisfactory (1). 
 
 
 5. Densities of matrix elements associated with the annihilation of the photon. – 
L. de Broglie defined five tensorial quantities that were related to the passage of the 
photon from the state Φ to the annihilated state Φ0.  Those five tensors can be divided 
into two groups: 
 
 a) Maxwellian quantities (2).  Namely, one has a vector (viz., the electromagnetic 
potential): 

Pi = K Φ0 4 1 4 1

2

−B A A B Φ, …, P4 = − K Φ0 4 1 4 1

2

−B A A B Φ, (23) 

 
and an antisymmetric tensor (viz., the electromagnetic field): 
 

14 00 4 1 4 4 1 4

( ) ( )
23 00 4 1 4 4 1 4

2
,

2

2
,

2

a b

c i i
U K

h

c s s
U K

h

πµ

πµ

− = Φ Φ 


− = Φ Φ


⋯

⋯

B AA A BB

B A A B
  (24) 

 
 b) Non-Maxwellian quantities.  Namely, one has an invariant: 
 

I(1) = − Φ0 4 4 4 4

2

+B A A B Φ,    (25) 

 
a completely-antisymmetric tensor of rank three, or what amounts to the same thing, a 
vector with contravariant components: 
 

Q1 = Κ Φ0 
( ) ( )

4 1 4 1

2

a bs s+B A Φ, …, Q4 = − Κ Φ0 
( ) ( )

4 4 4 4

2

a bs s+B A Φ,  (26) 

                                                
 (1) Except in the case of annihilation solutions (see § 11). 
 (2) They are called that because they satisfy equations of Maxwellian type (see § 6).  The 
electromagnetic quantities will be expressed in Heaviside-Lorentz units; one will then have K = h / 2π 

0µ . 
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and a completely-antisymmetric tensor of rank four, or what amounts to the same thing, 
an invariant: 

I(2) = − Φ0 4 1 2 3 4 4 1 2 3 4

2

+B AA A A A BB B B Φ .   (27) 

 
 In vectorial notation, we set: 
 P1 = Vx , …, P4 = V, 

 
14

23

,

,
x

x

U H

U

 = −
 =

⋯

⋯H
 

 Q1 = K σx , …, Q4 = K σ4
 . 

 
The ix
V  are the components of the (complex) vector potential V.  V is the scalar potential.  

H and H are the components of the (complex) electric field and the (complex) magnetic 

field, resp.  The explicit form of those expressions, as well as their variance, is easily 
obtained by remarking that (with an implied summation): 
 

I(1) = (α4)βγ Φγβ , 
 

P1 = − K (α1)βγ Φγβ , P2 = − K (α2)βγ Φγβ , …, 
 

U14 = − 0 2K c

h

µ π
(i α1 α4)βγ Φγβ , …, 

 
Q1 = (i α2 α3)βγ Φγβ , …, 

 
I(2) = (α1 α2 α3 α4)βγ Φγβ  . 

 
The Maxwellian quantities are provided by operators of the table (11 – 15) of type (A – 

B).  On the contrary, the non-Maxwellian quantities are densities of matrix elements that 

correspond to the operators of the table (11 – 15) of type (A + B).  All of the other 

tensors that are inferred from (11 – 15) by the process above are identically zero. 
 The sixteen linear combinations (23 – 27) of the sixteen Φαβ  are linearly-
independent.  One can then solve inversely, and express the sixteen Φαβ as functions of 
the sixteen components of the tensors (23 – 27).  Here is the result of that solution: 
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11 (1)
0

22 (1)
0

33 (1)
0

44 (1)
0

13 (2) 4
0

31 (2) 4
0

24

1
4 ,

1
4 ,

1
4 ,

1
4 ,

1
4 ,

1
4 ,

1
4

z z

z z

z z

z z

z z

z z

z

V I
K c

V I
K c

V I
K c

V I
K c

i H iI
K c

i H iI
K c

i
K

σ
µ

σ
µ

σ
µ

σ
µ

σ
µ

σ
µ

 
Φ = + − − 

 

 
Φ = − − + 

 

 
Φ = − + − 

 

 
Φ = + + + 

 

 
Φ = − + − + 

 

 
Φ = − + + + 

 

Φ = + −

ℏ

ℏ

ℏ

ℏ

ℏ

ℏ

H

H

H

H

V

V

V (2) 4
0

42 (2) 4
0

,

1
4 ,

z

z z

H iI
c

i H iI
K c

σ
µ

σ
µ























 
− + 
 


  Φ = + + + +  
  

ℏ

ℏ
V

   (28) 

( )

( ) ( )

( ) ( )

( )

( )

( ) ( )

( ) ( )

( )

12
0

14
0

32
0

34
0

21
0

23
0

41
0

43
0

4 ,

1
4 ,

1
4 ,

4 ,

4 ,

1
4 ,

1
4 ,

4

x y x y

x y x y

x y x y

x y x y

x y x y

x y x y

x y x y

x y

i i
K c

i H i H i
K c K

i H i H i
K c K

i i
K c

i i
K c

i H i H i
K c K

i H i H i
K c K

i
K c

σ σ
µ

µ

µ

σ σ
µ

σ σ
µ

µ

µ

µ

Φ = + − −

Φ = + − +

Φ = − − − +

Φ = − − − −

Φ = − − +

Φ = − − −

Φ = − + − −

Φ = − +

ℏ

ℏ

ℏ

ℏ

ℏ

ℏ

ℏ

ℏ

H H

V V

V V

H H

H H

V V

V V

H H ,

( / 2 ).

x yi

h

σ σ

π
























− + 


= ℏ

  (28, cont.) 
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 These formulas permit us to replace the wave functions with the components of the 
five tensorial quantities (23 – 27) in every expression for in theory of the photon.  Since 
the electromagnetic field and potential figure among the five tensors, one must agree that 
such a transformation is interesting.  One can conveniently compare the results of the 
wave mechanics of the photon to the corresponding results of Maxwell’s theory by using 
that transformation. 
 
 Remarks. – We note, in passing, the following theorem: Let Φαβ be a system of 
sixteen arbitrary functions, and let 0αβΦ  be the annihilation solution.  One has: 

 
Φ0 A4 B4 Φ = − Φ0 Φ,  Φ* A4 B4 Φ0 = − Φ0 Φ0.  (29) 

 
 The verification is immediate. 
 For example, one infers that: 
 

P1 = − K Φ0 4 1 4 1

2

−B A A B Φ = − K Φ0 4 1 4 1

2

−A A B B Φ ; 

hence: 
Φ0 (A4 + B4) (A1 − B1) Φ ≡ 0, 

 
which one obtains directly, moreover, upon remarking that Φ0 (A4 + B4) Φ ≡ 0.  By 

contrast: 

(P1)* = K Φ* 4 1 4 1

2

−B A A B Φ0 = − K Φ* 4 1 4 1

2

−A A B B Φ0 ; 

 
hence, upon taking into account the commutation relations between the A and the B: 

 
(P1)* = K Φ* (A4 + B4) (A1 − B1) Φ0. 

 
 
 6. Tensorial form of the equations of the photon. – L. de Broglie showed that the 
system (I), (II) can be replaced with an equivalent system of thirty-two equations that are 
obtained by forming thirty-two linearly-independent linear combinations of equations (I), 
(II) in such a manner as to make the tensorial quantities (23-27) appear. 
 Those equations divide into two distinct groups: A first group of sixteen relations of 
Maxwellian form into which only the electromagnetic potentials will enter and a second 
group of sixteen equations into which only the non-Maxwellian quantities will enter. 
 In tensorial form, the first group is written: 
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2

02
, ( )

0, ( )

, ( )

0, ( )

g U c
P a

x h

U
b

x
PP

U c
x x

g P
d

x

αβ
α

β

αβ
β

βα
αβ β α

α

α

π µ ∂ −  = −  ∂   
∂
=
∂


∂∂ = − ∂ ∂


∂ − = ∂ 

   (30) 

and when one sets: 

I = 2π 
2

0K c

h

µ
I(1) , J = 2π 

2
0K c

h

µ
I(2) , 

 
the second group will be: 

2

0

0, ( )

2
, ( )

0, ( )

0 ( )

. ( )

I
a

x

cJ
Q b

x h

QQ
c

x x
I d

g Q
J g e

x

β

αβ

βα
β α

α

α

π µ

∂ = ∂

∂  =   ∂   ∂∂ − = ∂ ∂ 

= 
∂ − = −
∂ 

   (31) 

 
 When the square of the line element is put into the form (ds)2 = − ∑ (dx i)2 + (dx4)2, 

one will have g−  = 1.  However, in the form (30, 31), the equations will be valid in an 

arbitrary coordinate system for which the square of the elementary interval is: 
 

(ds)2 = gαβ dxα dxβ and g = || gαβ ||. 
 

 They will likewise be valid in an arbitrary Riemannian space. 
 Equations (30) justify the terms that were introduced in paragraph (5).  The functions 
V and V are the vector and scalar potential, respectively, while H and H represent the 

electric and magnetic field, resp.  In vectorial notations, (30), (31) will take the form: 
 

  

2

0

2

0

21
rot ,

2
div ,

cH

c t h

c
H V

h

π µ

π µ

 ∂  = −  ∂  


  =    

H V
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1

rot ,

div 0,

H
c t

∂ = −
∂

 =

H

H

 

 

 
1

grad ,

rot ,

H V
c t

∂ = − −
∂

 =

V

H V

 

 

div V + 
1 V

c t

∂
∂

 = 0, 

 

grad I = 0, 
1 I

c t

∂
∂

= 0, I = 0, 

 

grad J = − 
2

02 c

h

π µ 
 
 

K σσσσ, 
1 J

c t

∂
∂

 = 
2

02 c

h

π µ 
 
 

K σ4 , 

 

rot K σσσσ = 0, grad σ4 + 
1

c t

∂
∂
σσσσ

= 0, 

 

div K σσσσ + 41 K

c t

σ∂
∂

= J. 

 
 Meanwhile, one must remark that in wave mechanics, wave functions are general 

complex.  For example, one must take 
2 i

Et
he
π

 for a monochromatic wave, and not 
sin 2

cos
Et

h

π



.  It then results that the electromagnetic fields and potentials that are defined 

by (23) are complex, in general.  That situation is interesting, because complex fields 
suggest themselves in many fundamental questions.  Notably, it is well-known that the 
quantum theory of fields can be presented in a more satisfactory fashion when one 
utilizes complex fields.  Similarly, they are introduced quite naturally in the theory of the 
interaction of light and matter.  One can say that the electromagnetic fields that intervene 
in elementary phenomena are complex.  It remains to explain how one can effect the 
passage from those “microscopic fields” to the real “macroscopic fields” of Maxwell’s 
theory.  That is a point upon which L. de Broglie has already insisted [19]. 
 
 Remark. –  
 
 a) There exist wave functions Φαβ of the photon in vacuo such that: 
 

I(1) = I(2) = σx = σy = σz = σ4 = 0. 
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 We refer to these solutions by the name of Maxwellian waves. 
 
 b) Equations (30), (31) are nothing but equations [VI, (10)], to which, one adds the 
conditions: 

I = 0 
and 

2

02 c
Q

h α
π µ 

 
 

= 
J

xα
∂
∂

. 

 
 c) There exists another way of grouping the equations of the photon. 
 Indeed, the system (I), (II) is equivalent to the system: 
 

(B4 H (a) + A4 H (b)) Φ = 1
2 (A4 + B4)

2

h

i tπ
∂Φ
∂

,    (V) 

 

(B4 H (a) − A4 H (b)) Φ = 1
2 (A4 − B4)

2

h

i tπ
∂Φ
∂

.    (VI) 

 
 The first group of sixteen equations (V), when written with the aid of the tensorial 
quantities, is nothing but the system that is composed of the four Maxwell equations 
(30.a), the six equations (30.c) that define the fields as functions of the potentials, the 
four equations (31.b), equation (31.d), and equation (31.c). 
 We make two remarks on the subject of the systems (V), (VI): 
 
 a) The system V is invariant, as is the system VI.  That will result immediately from 
what we said about (V). 
 
 b) The system VI is a consequence of system V.  Indeed, the Maxwell equations 
(30.b) are satisfied identically by virtue of (30.c).  Equations (31.a) are always verified 
due to (31.d), and equations (31.c) are satisfied by virtue of (31.b). 
 
 The system V then appears to be the essential system, since it defines the wave 
functions that relate to the un-annihilated photon in a manner that is as complete as (I), 
(II). 
 
 
 7. Variational principle.  – We have seen that the Dirac equations are the Lagrange 
equations of the variational principle: 
 

1
2 conj.

2

h
H

i t
δ ψ ψ

π
∗ ∂  − +  ∂  

∫∫∫ ∫ dx1 dx2 dx3 dx4 = 0. 

 
The function under the integral sign is the real part of the mean-value density that is 
associated with the operator: 
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H −
2

h

i tπ
∂
∂

. 

 
 Similarly, in the theory of the photon, the sixteen equations (V) are the Lagrange 
equations of the variational principle: 
 

( ) ( ) 4 41
4 42 conj.

2 2
a b h

H H
i t

δ
π

∗ + ∂ Φ + − Φ +  ∂  
∫∫∫ ∫

B A
B A dx1 dx2 dx3 dx4 = 0, (33) 

 
in which, conforming to the general definition of the mean-value densities, the function 
under the integral sign is the real part of the mean-value density that is associated with 
the operator: 

[H(a) + H(b)] − 
2

h

i tπ
∂
∂

. 

 
 The varied functions are the sixteen Φαβ . 
 The system VI is likewise derived from a variational principle.  However, since it is a 
consequence of V, that principle has only secondary interest. 
 It should be remarked that the variational principle (33) is more satisfying than the 
one that is used in classical Maxwellian theory. 
 Indeed, in Maxwell’s theory, one obtains only the equations that the electromagnetic 
potentials must satisfy by a variational principle.  The equations that define the fields as 
functions of the potentials must be added to them.  On the contrary, here, the variational 
principle will provide not only Maxwell equations, but also the defining equations of the 
fields as functions of the potentials. 
 
 
 8. The current-density vector. – L. de Broglie has shown that the four operators: 
 

− 
2

c
(A4 + B4),  …, 

2

c
(1 + 1) 

 
can be taken to be the components of the current-density operator.  Conforming to (20), 
the quadri-vector “mean-value of current-density” will then be: 
 

U 1 ≡ ρ ux = − c Φ* 4 1 4 1

2

+B A A B Φ, …, U 4 ≡ cρ = c Φ* 4 4

2

+B A Φ .  (34) 

 
 Indeed, by virtue of (I and II), the continuity equation: 
 

U

x

α

α
∂
∂

= 0. 

 
 We utilize the inversion formulas (28) and give K the value: 
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K = 
02

h

π µ
;      (35) 

 
recall that the Heaviside-Lorentz system of units is the one that was chosen. 
 One also has: 

{ }

{ }4

[ ] conj.,
2

( ) conj.
2

i
V H J

h
i

H J Q
hc

πρ

πρ

∗ ∗ ∗

∗ ∗

= + − + 

= − +


u QV H

V

   (36) 

or, in tensorial form: 

Uα = −
2

i

hc

π
{ U Pαβ

β
∗  − J *Qα} + conj.    (36′) 

 
 The vector Uα depends upon the electromagnetic potentials explicitly; the same thing 
will be true for the other mean-value densities.  That distinguishes the wave mechanics of 
the photon from Maxwell’s theory.  Indeed, in the latter theory, one is accustomed to 
considering the potentials to be auxiliary functions that appear in the quantities that take 
on some physical sense only by way of the electric and magnetic fields.  The well-known 
indeterminacy in the potentials will then result, which permits one replace V, V with: 

 

V′ = V + grad f, V′ = V − 
1 f

c t

∂
∂

,   (37) 

such that: 
2 2

2 2 2

1

( ) ( )

f f

x c t

∂ ∂−
∂ ∂∑ = 0.    (38) 

 
 The relations (37), (38) will no longer be rigorously valid when one supposes that µ0 
≠ 0, because if V, V are solutions to (30) then that will no longer be true for V′, V′.  
Meanwhile, an indeterminacy that is similar to (37), (38) persists in the theory of the 
photon.  For example, in the case of a plane wave, one can show (1) only that potentials 
that differ by finite quantities (which will remain finite when one lets µ0 tend to zero) will 
correspond to fields that differ by only negligible terms (which will tend to zero with µ0).  
The same remark applies to the multipolar waves (2).  The indeterminacy will be removed 
only when the negligible terms (which are proportional to µ0) in the fields lead to 
measurable consequences.  One can say that those potentials define the same fields H, H 

in the wave mechanics of the photon “approximately.” 
 Consider two Maxwellian waves (I  = J = Qa = 0): 
 
 Φαβ  or Pα, Uαβ, 

                                                
 (1) See [20]. 
 (2) See Chapter VI, § 4.  
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 αβ′Φ  or P′α, U′ αβ, 

 
in which the P′α are coupled to the Pα by the relations: 
 

P′α = Pα + 
f

xα
∂
∂

. 

 One will have: 
Uαβ ~ U′ αβ 

“approximately.” 
 Hence, (36′) will become: 
 

U′ α = U α + 
2 2

( ) conj.
4 4

i i U
U f f

h x h x

αβ
αβ

α β
π π∗ ∗  ∂ ∂ − + +  ∂ ∂   

.   (39) 

 
 The mean-value densities U′ α and Uα are then different, in general.  Here, we shall 
confine ourselves to proving that, and we shall return to the question of the determination 
of the potentials in a later paragraph (VI, § 4). 
 
 Remarks. – 
 
 a) In the case of a monochromatic Maxwellian wave, one can always annul the 
scalar potential.  One will then have, for a frequency v = E / h: 
 

H = − 
1

c t

∂
∂
V

 = − 2 iv

c

π
V,    (40) 

and 

21
2

[ ] conj., ( )
4
[ ] . ( )

c
E H a

E H b

ρ

ρ

∗ = + 

= 

u H
   (41) 

 
 One recognizes the classical expression for the Poynting vector in (41.a), while (41.b) 
will be equal to the Maxwellian energy density when | H |2 = | H |2.  Meanwhile, one 

must note that the fields are complex here and depend upon time by the exponential e2πivt, 
whereas in the classical Maxwell theory, the fields are real expressions that are sinusoidal 
functions of time.  In Maxwell’s theory, the energy density ε will then remain a function 
of time.  Meanwhile, for light, the measurable quantity is not ε, but ε ; i.e., the mean 
value of ε over time.  The essential quantity will then be ε , and that is indeed what one 
recovers in the theory of the photon. 
 We note that the choice (35) of the constant K was imposed by the fact that we 
wished to obtain (41) with good coefficients. 
 
 b) The expressions (36′) are close to formulas [IV, (7)].  The vector Cα / c in [IV, 
(7)] differs from the current-density vector (36′) only by the terms: 
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− 
1

2

i
U Q

h g
βαβ

π ∗

−
 + conj. = ( ) conj.

2

i
U J

x hβ αβ

π ∗∂  − + ∂  
, 

 
which are space-time divergences.  Those terms will be zero when J is constant. 
 
 
 9. The energy-impulse tensor. – That tensor will be defined as it is in Dirac’s theory.  
One makes the space-time impulse vector correspond to the operator: 
 

J 
1 = −

2

h

i xπ
∂
∂

, J 
2 = −

2

h

i yπ
∂
∂

, J 
3 = −

2

h

i zπ
∂
∂

, J 
4 =

1

2

h

i c tπ
∂
∂

,    (42) 

 
while the current-density operator corresponds to the operator: 
 

c uα = ( ) ( )( )
2 a b

c
u uα α+ .     (43) 

 
 As in [III, (60)], one forms the tensor-operator: 
 

tαβ = c J α uβ      (44) 

 
from those two operators, and conforming to (20), its mean-value densities will be: 
 

Tαβ = Φ* J α 4 ( ) 4 ( )( )a bu uβ β+B A Φ.    (45) 

 
 That asymmetric tensor is doubly-contravariant. 
 On the other hand, with the operators (43), one can form the symmetric tensor: 
 

M *αβ = µ0 c
2 Φ* ( ) ( ) ( ) ( )

2
a b a bu u u uα β β α+

Φ    (46) 

 
that we spoke of above (18).  Furthermore, we have shown [20], by utilizing the inversion 
formulas (28), that this tensor is equal to the classical Maxwell tensor (with complex 
electromagnetic fields), plus some terms that include only non-Maxwellian quantities and 
terms that are negligible compared to the Maxwellian terms.  The tensors (45) and (46) 
are coupled by some important relations, namely: 
 

T αβ = Mαβ + ( )4 4

hc A h U

x i x

αβγ β

αγ αε
π π

∂ ∂+
∂ ∂

,   (47) 

in which: 
ε(1) = ε(2) = ε(3) = − 1, ε(4) = + 1, 

 
and Aαβγ is tensor that is antisymmetric in the extreme indices αγ. 
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4 ( ) ( ) ( ) 4 ( ) ( ) ( )( ) , ,

, 1,2,3, 1, ,4.
a b a b a bA i u u u i u u u i

A A i

ιβγ α β γ α β γ

ιβγ βγι

γ
γ

∗ = −Φ + Φ ≠


= − = = …

A B
  (48) 

 
 Remarks. – As in Dirac’s theory, when one starts from (45), one can define a real 
tensor: 

T′ αβ = 1
2 (Tαβ + Tβα),     (45′) 

 
and also a real, symmetric tensor: 
 

T″ αβ = 1
2 (T′ αβ + T′ βα).    (45″) 

 
 By virtue of (47), the tensor T″ αβ is likewise different from the Maxwellian tensor 
M αβ.  In the wave mechanics of the photon, the energy-impulse tensor is (45) [or (45′) or 
(45″)].  It is of the canonical type (20), while the Maxwellian tensor (46) is not.  
Meanwhile, thanks to (47), one understands how one can start from (45) and recover the 
results that were obtained in Maxwell’s theory by utilizing (46).  Moreover, in the case of 
the monochromatic wave, one will have: 
 

c T 4i = ρ u E  and T 44 = ρ E.   (49) 
 
 By virtue of (41), one will also recover the Maxwell tensor in the case of just one 
monochromatic Maxwellian wave whose scalar potential has been annulled. 
 
 
 10. Moments of impulse. – As in Dirac’s theory, the spatial vector operator of the 
“orbital moment of impulse” with respect to the coordinate origin is defined by: 
 

m0 = [r , J],     (50) 

 
in which r  is the (spatial) vector whose origin is at O and whose extremity is x, y, z. 
 One knows that m0 is not a first integral in the theory of the photon.  However, the 
operator: 

m = m0 + ms,     (51) 
in which: 

1
sm  = 2 3 2 3

2 2

i ih

π
+A A B B

, …,    (52) 

 
is a first integral.  m is the operator that corresponds to the total moment of the photon. 
ms is the spin operator.  Conforming to the definition (20), the mean values of the orbital 
moment and spin will then be: 

M 0 = Φ* 4 4

2

+A B
 [r , J] Φ,    (53) 
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N =
4

h

π
Φ*(B4 sa + A4 sb) Φ,    (54) 

respectively, in which: 
 ( )a

xs = 1
( )as  = A1 A2 , … 

 ( )b
xs = 1

( )bs  = B1 B2 , … 

 
 The mean-value density of the total moment is obviously: 
 

M  = M0 + N.     (55) 
 

We shall not reproduce the study of these space-time quantities here [20].  We shall add 
only a few words about the mean-value density of spin.  Nx, Ny, Nz are the spatial 
components of a space-time vector (or, what amounts to the same thing, a completely-
antisymmetric tensor of rank three): 
 

1 1
4 ( ) 4 ( )1

1 1
4 ( ) 4 ( )4

, ,
2 2

.
2 2

a b
x

a b

s sh
N N

s sh
N

π

π

∗

∗

+
= = Φ Φ 




+ = − Φ Φ 

⋯
B A

B A
   (56)  

 Explicitly: 
 

2 2 2 2
11 22 33 44

2 2 2 2
14 32 41 23

1
4 11 33 31 13 22 44 42 242

12 34 32 11 21 43 23 41

2
| | | | | | | |

| | | | | | | | ,

2
{( )( ) ( )( )

( )( ) ( )( ) conj.}

zN
h

N
h

π

π ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

= Φ − Φ − Φ + Φ 


− Φ + Φ − Φ + Φ 

= Φ − Φ Φ + Φ + Φ − Φ Φ + Φ

+ Φ − Φ Φ + Φ + Φ − Φ Φ + Φ + 

 (57) 

 
 Upon utilizing the inversion formulas (28), we will get: 
 

4 4

1
{ [ ] conj.

4
1

{ [ ] conj.
4

H V I
c

N H I Q
c

∗ ∗ ∗

∗ ∗

= − + + + 

= + + +


N QV H

V

   (58) 

 
or rather, in tensorial form: 
 

Sαβγ = − 1
{ }

4
U P U P U P I Q

c
αβ γ βγ α γα β δ∗

∗ ∗ ∗+ + + + conj.  (58′) 
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in which αβγδ is an even permutation of the numbers 1, 2, 3, 4.  The tensor (58′) is 
completely antisymmetric in the indices αβγ. 
 What is the tensor in Maxwell’s theory that corresponds to (58′)? 
 E. Henriot was the first to draw attention to quantities of that kind just a few years 
ago (1).  By a deeper analysis of couples and moments of electromagnetic impulse, E. 
Henriot was led to define a third-order tensor (Mαβγ) in the classical Maxwell theory that 
represented the moments and flux of electromagnetic moments of the second kind, or 
“momentors.”  That tensor, which is antisymmetric in the extreme indices α and β, 
appears quite naturally in the expression for the law of conservation of moments of 
impulse in Maxwell’s theory.  It resembles the tensor (58′), but it is not identical to it, as 
one sees immediately upon remarking that Mαβγ is not completely antisymmetric.  It is 
easy to write down the tensor that corresponds to Mαβγ in the theory of the photon.  That 
tensor, which is nothing but (48), does not have the canonical type (20). 
 From a general standpoint, one is now in possession of two types of moments of 
electromagnetic impulse in Maxwell’s theory: The moments “of the first kind,” which are 
calculated by means of the Poynting vector, and E. Henriot’s moments “of the second 
kind,” or “momentors.”  The question is then to know what the links that exist between 
those two types of moments.  In what cases does one employ one of them or the other 
one?  The momentor leads to some good results for the monochromatic plane wave.  For 
the electric dipole wave, Sommerfeld showed that one obtains the exact formula for the 
flux at infinity by utilizing the moment of the first kind.  The momentor, in its present 
form, does not yield satisfactory results for that dipole wave. 
 On the contrary, in the theory of the photon, the general theory shows that the total 
moment is always the sum of two terms: The orbital moment and the spin.  Moreover, we 
have shown [20] that this definition does yield good results in the case of electric dipole 
and quadripolar waves, as well as in the case of the plane wave.  In the next chapter, that 
study will be make more precise, as well as generalized and envisioned in a new manner. 
 
 
 11. The operator (A4 + B4) / 2. – The physical quantity that the operator α4 m0 in the 

Dirac equation corresponds to is “proper mass.”  In the case of a monochromatic plane 
wave, the integral: 

0

t
m c dt∫  = m0 c 

t
dt ψ ∗
∫ ∫∫∫E α4 ψ dx dy dz    (59) 

 
is nothing but the action integral: 

2

0 2
1

t v
m c dt

c
−∫  

 
of relativistic dynamics ([8], pp. 223).  The integration over the spatial variables x, y, z in 
(59) extends to the entire space E of those variables. 

 

                                                
 (1) See [11]. 



§ 11.  The operator (A4 + B4) / 2. 79 

 Similarly, the operator µ0 (A4 + B4) / 2 corresponds to the physical quantity of the 

“proper mass of the photon” here.  Conforming to the definition (20), the mean-value 
density that relates to the operator is (A4 + B4) / 2: 

 
Ω(1) = Φ*

B4 A4 Φ.    (60) 

 It is an invariant.  Explicitly: 
 

2 2 2 2
(1) 11 22 33 44

2 2 2 2
13 24 31 42

2 2 2 2
12 31 14 32

2 2 2 2
21 43 41 23

| | | | | | | |

| | | | | | | |

| | | | | | | |

| | | | | | | | ,

Ω ≡ − Φ + Φ − Φ − Φ
+ Φ + Φ + Φ + Φ 
− Φ − Φ + Φ + Φ 
− Φ − Φ − Φ + Φ 

  (61) 

 
or rather, upon utilizing the inverse formulas (28): 
 
µ0 c2 Ω(1)  = 
 

 
2 2

2 2 2 2 2 4 2 2 20 02 21
| | | | (| | | | ) (| | | | ) (| | | | )

4

c c
H V Q Q I J

h h

πµ πµ     − + − − − − −    
     

H V .    (61′) 

 
 The mean value of µ0 will then be: 
 

0µ = 0 (1)dx dy dzµ Ω∫∫∫E , 

 
in which the integration is performed over the entire domain E of the variables x, y, z. 

 Now consider the case of a monochromatic plane wave that is Maxwellian, to 
simplify things.  The solution will then depend upon three constants a, b, c; upon setting: 
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2
( ) 2

0

2
0

, ,

( ) , ( ) , ,

,

one will have :

2 ( ) , 2 ( ) , 2 ,

2 ( ) , 2 ( ) , 0.

i
Et pz

h

x y z

x y z

x y y

P e c E c

hc hc hc
b c P i b a P d P

hc pc
V d P

E

cE E E
H i b a P H b a P H id

pc pc
b a P i b a P

π

µ

π π π

π

µ

− 
= ∆ = + 


= − = + = 

∆ ∆ ∆ 

= ⋅

∆ 




 = − − = + = − ∆ ∆ ∆ ∆
 
 = − + = − − =
 ∆ ∆ 





V V V

H H H

  (63) 

E and p are coupled by the condition: 
 

E2 = p2 c2 + 2 4
0 cµ .     (64) 

 
 One easily finds that for that plane wave: 
 

Ω(1) = ρ 
2

0c

E

µ
,     (65) 

 
in which ρ is the value of the density (36) in the case of the wave (63). 
 Due to (64), (65) can be written: 
 

Ω(1) = 
2 2

2
1

p c

E
ρ − .     (66) 

 
 Integrate this over all of the space E, while taking into account the normalization 

condition: 

ρ∫∫∫E  dx dy dz = 1. 

 One will then get: 

0µ = 
2 2

0 2
1

p c

E
µ −  

and 

0

t
c dtµ∫  = 

2 2

0 2
1

t p c
c dt

E
µ −∫ ,   (67) 

 
which is indeed the action integral for the photon that is analogous to (59′), since one 
easily sees that the speed of the photon is: 
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c = 
2pc

E
. 

 

 Remarks. – Up to terms in 
2

02 c

h

πµ 
 
 

, the right-hand side of (61) is nothing but the 

transposition of the Lagrangian function that was utilized in Maxwell’s theory (I, § 4, 
remark) into complex fields. 
 The Lagrange equations of the variational problem: 
 

(1)δ Ω∫∫∫ ∫ dx dy dz dt = 0    (68) 

are 

(1)

Pα

δ
δ
Ω

= 0 and (1)

Pα

δ
δ ∗

Ω
= 0. 

 
 These are precisely Maxwell’s equations (30) and their conjugates. 
 
 
 12. On the annihilation solution. – In the case of the annihilation solution, the 
definition (20) gives: 

(1)

0,

1,

ρ =
Ω = −

     (69) 

 
which are results that are obviously unacceptable; it is good to reflect upon that fact. 
 We obtained (69) by starting with the definition (20).  It seems that the necessity of 
taking (20), instead of (16), comes from a relativistic effect which must unavoidably be 
taken into account if the photon is to move with a velocity that is close to c.  However, 
the annihilation solution represents the state of a photon whose energy, impulse, mass, 
and spin are zero.  Relativistic effects are therefore no longer relevant.  We are thus led to 
think that it is more natural to return to the definition (16) for the annihilation solution. 
 With that, one will find that the probability density of presence is: 
 

δ ≡ Φ(0) Φ(0) = 4λ2, 
 
and the mean-value density of proper mass is: 
 

m ≡ µ0 Φ(0) 4 4

2

+A B Φ(0) = 0. 

 
 This time, the results are acceptable.  The normalization of the wave Φ(0) is 
performed, as usual, by expressing that: 
 

δ∫∫∫E  dx dy dz = 1; 
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hence, upon letting v denote the volume of the space E of the variables x, y, z: 

 
4λ2 v = 1.     (70) 

 
 Ordinarily, the volume v is infinite.  One can avoid that difficulty, as in the case of the 
monochromatic plane wave, by first bounding the space E, and then letting it increase 

indefinitely in turn. 
 
 Remark. – The following remark will confirm the ideas that were proposed above in 
regard to the definitions (20) and (16): 
 Let Φ be a monochromatic, plane, Maxwellian wave that represents a photon with 
velocity zero.  That wave will be nothing but (63) when one sets p = 0.  For example, one 
will then find that: 

4 4
0 4 4 0

4 4

4 4

( ) ( ) ( ) ( )
4 4

,
2

,
2

,
2 2 2

.
2 2 2

a b a b

h h

i t i t

h

i t t

µ µ

π π

π

∗ ∗

∗ ∗

∗ ∗

∗ ∗

+ Φ Φ = Φ Φ 


+ Φ Φ = Φ Φ

+ ∂Φ ∂Φ Φ = Φ
∂ ∂


+ ∂Φ + ∂ΦΦ = Φ 

∂ ∂ 

s s s s

B A
B A

B A

B A

B A

   (71) 

 
 The left-hand sides of these equalities represent the mean-value densities of mass, 
presence, energy, and spin, respectively, which are densities that one calculates with the 
aid of formula (20).  On the contrary, the right-hand sides of these equalities represent the 
mean-value densities of mass, presence, energy, and spin that are calculated by adopting 
the definition (16).  The relations (71) then express the idea that the definitions (20) and 
(16) will be equivalent when one is dealing with Maxwellian photons of velocity zero. 
 
 
 13. Some important matrix elements. – Let Φp (p = 1, 2, …) denote a complete 
system of wave functions that satisfy the photon equations (I), (II).  The annihilation 
function will always be represented by Φ0.  Let A be any of the sixteen matrices of type 

(a) that figure in the table (11) – (15), while B is the matrix of type (b) that corresponds 

to A.  The densities of elements that correspond to the operators: 

 
1
2 (A + B)      (72) 

are 
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4 4

0 4 4

04 4

( ) , ( )
2

, ( )
2

( ) . ( )
2

p p

p

p

a

b

c

′∗

∗

+ Φ Φ 


+ Φ Φ 


+ Φ Φ 


B A A B

B A A B

B A A B

   (73) 

 
 The element Φ0 → Φ0 was examined in the preceding paragraph.  Thanks to the 
inversion formulas, one can write those expressions as functions of the tensorial 
quantities (23-27).  One will then see (cf., §§ 7, 9, 10) that the elements (73.a) that are 
linked with the transition p′ → p are not zero.  By contrast, the elements (73.b, c) will be 
identically zero for: 
 A = A1, A2, A3, 1,  

 iA1A4 , …, iA2A3 , … 

 A4 . 

 
 Apart from A4, these matrices are the ones that appear in the definitions of the 

Maxwellian quantities.  For the other matrices of type (72) in the table (11-15), the 
elements (73.b) will define non-Maxwellian quantities σ1, …, σ4, I(2) that are associated 
with the state p. 
 Things are different for the operators: 
 

1
2 (A − B). 

 
 Here, we shall consider only the case of the operators (12), which we shall appeal to 
in what follows.  Upon utilizing the notations (17), the densities of matrix elements here 
will be: 

4 ( ) 4 ( )

4 ( ) 4 ( )0

4 ( ) 4 ( ) 0

( ) , ( )
2

, ( )
2

( ) . ( )
2

a bp p

a b p

a bp

u u
a

u u
b

u u
c

α α

α α

α α

′∗

∗

−
Φ Φ 


− Φ Φ 

−

Φ Φ 


B A

B A

B A

   (74) 

 
 We remark that the operator 4 41

( ) ( )2 ( )a bu u−  – 1
2 (1 – 1) corresponds to a density Φ* (B4 

– A4) Φ / 2 that is not identically zero.  That element is necessary for reasons of variance, 

as we shall see.  Upon using the inversion formula, one will find that: 
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4 4

0
(1) 4 (1) 4

0 0 0 0

04 4
(1) (1)

0 0

2

2 1
[ ] [ ] ,

4 2 2 2 2

2 1
( ) ( ) .

2 4 2 2

h h h h
I I

h c c c c

h h
V I I V

h c c

π µ
σ σ

πµ πµ πµ πµ

π µ
πµ πµ

∗

∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗

− Φ Φ 


  
= + − + + +  

  


 −Φ Φ = − − − +  

  

H H

B A

B A

σ σσ σσ σσ σ

σ σσ σσ σσ σ

A B

V H V H

H H

     (75) 

 
 It will then result that: 
 
 1. The elements (74.a) will be zero if the non-Maxwellian quantities that are linked 
with the states p′ and p are zero. 
 
 2. The elements (74.b) will be equal to: 
 

04 4

04 4

2
,

2

2
.

2

p p

p

h

V
h

π µ

π µ

∗

∗

−−Φ Φ = − 



− + Φ Φ = 

B A

B A

A B
V

   (76) 

 
 The elements (74.c) are the conjugate expressions to (76). 
 Those densities play an important role in the theory of the interaction of light and 
matter. 
 
 
 14. Non-Maxwellian quantities. – The wave mechanics of the photon permits one to 
have (un-annihilated) states that correspond to zero electromagnetic fields and potentials.  
One will then have: 

11 22 33 44

13 24 31 42 12 34 21 43

14 32 23 41

,

, , , ,

0.

Φ = −Φ = Φ = −Φ 
Φ = Φ Φ = Φ Φ = Φ Φ = Φ 
Φ = Φ = Φ = Φ = 

  (77)  

 
 Meanwhile, the photons that are represented by such functions can transport energy.  
For example, consider the case of the monochromatic plane wave that propagates along 
Oz.  With the notations that were introduced above, that non-Maxwellian wave will be 
defined by ([17], pp. 51): 

(1)

4

(2) 0

0,

, ,

.

x y

z

I

i p c d P i ed P

I c d P

σ σ
σ σ

µ

= = =
′ ′= = 
′= 

    (78) 
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(d′ is an arbitrary constant.)  Only the components Φαβ of spin zero are non-zero.  The 
functions (78) then define a photon state of zero spin, but energy E.  The calculation of 
mean values will then give: 

Nx = Ny = Nz = N4 = 0, 
and 

ρ = − 
2

i

hc

π
I(2) σ4 , ρ uz = − 

2

i

hc

π
I(2) σz , 

so: 

uz = 
2pc

E
, 

 
which is indeed the relativistic expression for velocity as a function of the quantity of 
motion and energy. 
 Spherical waves give rise to some remarkable analogies (see VI, § 2, Remark b).  At 
present, no physical manifestation of these non-Maxwellian photon states is known.  It is 
possible that these non-Maxwellian states do not exist in vacuo, and that the non-
Maxwellian quantities are non-zero only in matter.  The question remains open. 

 
 

APPENDIX 
 

A general method for transforming expressions Φ* BA Φ. 

 
 Let Ap denote any of the sixteen matrices of type (a) that figure in the table (11-15), 

and let Bp denote the corresponding matrices of type (b).  One has: 

 

,

,

( ) ,

( ) .

p p

p p

βγ λε βλ γε

βγ λε γε βλ

α δ
β δ

= 
= 

A

B
    (86) 

 
α p is any of the sixteen Dirac matrices, while p

βλα  is the element that is found on row β 

and column λ of the matrix α p.  By virtue of the definitions (3) of the matrices Bp, the 

matrices β p will be equal to ± α p.  W. Pauli proved the following general theorem: 
 

16

1

p p

p
ρσ ρσα α

=
∑ = 4 ρσ ρσδ δ , ρ, σ, ρ , σ = 1, …, 4.  (89) 

 
 Thanks to that theorem, we shall prove some interesting properties of the bilinear 
quantities in αβ

×Φ  and αβ′Φ , where Φαβ and αβ′Φ  are two systems of wave functions.  Like 

theorem (87), these properties are independent of the special form of the α matrices.  It is 
based solely upon the definitions (86) of the matrices A and B and the commutation 

relations: 
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αβ αγ + αγ αβ = 2 δβγ .     (88) 
 
 By virtue of (87), one will have: 
 

( )p q p r

p
ρσ ρσα α α α∑ =4 q r

ρσ ρσα α , p, q¸ r = 1, …, 16.  (89) 

 
 Multiply both sides of (89) by ρσ

×Φ ρσ′Φ  and sum over ρ, σ, ρ ,σ .  If the summation 

sign is implicit then one will get: 
 

[ ][( ) ]p q p r
ρσ ρσ ρσ σρα α α α∗ ′Φ Φ  = 4 q r

ρσ ρσ ρσ σρα α∗ ′Φ Φ .   (90) 

 
 These identities can be written with the aid of the matrices A and B and the 

annihilation solution Φ0 = (α4): 
 

0 0
4 4

p q p r

p

∗ ′Φ Φ ⋅Φ Φ∑ B A B A A A  = ± 4 Φ* (Bq)* Ar Φ′.  (91) 

 
 In the right-hand side of (91), one takes the + sign when α q = + β q and the – sign 
when α q = − β q. 
 In the same way, if one starts with the identities: 
 

16

1

p p

p
ρσ ρσβ β

=
∑ = 4 ρσ ρσδ δ  

then one can show that: 
 

0 0
4 4

p q p r

p

∗ ′Φ Φ ⋅Φ Φ∑ A B A B B B  = ± 4 Φ* (Bq)* Ar Φ′.  (92) 

 
 In the right-hand side of (92), one takes the + sign when α r = + β r and the – sign 
when α r = − β r. 
 One can deduce from these very general identities, in particular, the expression for 
the mean-value densities that are associated with the operators in the table (11-15) as 
functions of the tensorial quantities in the theory of the photon.  In order to see that, it 
will suffice to remark that, up to constant factors, the expressions: 
 

Φ0
A4 B

q Φ and Φ*
B4 A

p Φ0 

 
are equal to the aforementioned tensorial quantities and their conjugates.  Finally, one 
sets Aq = A4 and Bq = B4 in (91); hence: 

 
0 0

4 4 4
p p r

p

∗ ′Φ Φ ⋅Φ Φ∑ B A B A A A  = ± 4 Φ*
B4 A

r Φ′.  (93) 
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 Similarly, upon setting Ar = A4 and Br = B4  in (92), one will have: 

 
0 0

4 4 4
p q p

p

∗ ′Φ Φ ⋅Φ Φ∑ A B A B B B  = ∓ 4 Φ* Bq A4 Φ′.  (94) 

 
In the right-hand side of (94), one takes the – sign when B

q = (Bq)* and the + sign when 

B
q = − (Bq)*. 

 Thanks to the identities (93) and (94), all of the mean-value densities that are 
associated with the operators in the table (11-15) can be expressed as functions of the 
tensorial quantities in the theory of the photon with no numerical specialization of the 
Dirac α matrices. 
 

___________ 



 

CHAPTER VI 
 

SPHERICAL WAVES IN THE THEORY OF THE PHOTON  
 

 1. Classical theory. – The problem of multipolar waves has been the object of 
numerous works in the classical Maxwell theory.  We are mainly interested in the 
question of the moments of impulse that are transported by those waves. 
 For a divergent electric dipolar wave, Sommerfeld especially has calculated the flux 
of the moment of electromagnetic impulse across a closed surface that tends to infinity; 
he used the classical expressions: 
 

M  (P) = [r ·  G (P)],  G = 
1

c
[H · H].   (1) 

 
 (M  = density of the moment of electromagnetic impulse with respect to the point O, r  
≡ OP) G is the electromagnetic impulse density vector.  One can likewise employ the 
densities of impulse flux that are give by the components T ij (i, j = 1, 2, 3) of the 
Maxwell tensor. 
 The same method can apply to the case of a diverging multipolar wave of any order.  
To our knowledge, those calculations, which are quite complicated, have not been done 
yet. 
 W. Heitler (1) has made a deep study of stationary multipolar waves that are 
contained inside a sphere with perfectly-reflecting walls.  These stationary l-polar waves 
are the sum of a divergent l-polar wave and a convergent l-polar wave; they no longer 
have a pole at the origin (see § 2).  W. Heitler obtained a classification of the stationary 
multipolar waves.  They are characterized by two “quantum numbers” l, m; the system 
thus-formed is complete and orthogonal.   In addition, for an l-polar wave (l, m) of 
frequency v and total energy U, the total angular moment will be: 
 

Mz = 
2

U
m

πν
,  Mx = 0,  My = 0. 

 
 (Oz is the spherical coordinate axis.) 
 The theory of the photon permits one to envision those questions in terms of the 
general principles of wave mechanics, and to generalize their meaning and make them 
more precise from the macroscopic viewpoint. 
 
 
 2. Spherical waves. – Spherical waves can be obtained in L. de Broglie’s theory of 
light in a manner that is analogous to the one that is used in Dirac’s theory of the 
electron. 
 In the case of a monochromatic wave: 
 

                                                
 (1) See [22].  
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Φβγ (x, y, z, t) = ϕβγ (x, y, z) 
2 iW

t
he

π

, 
 
the equations [(I), Chap. V] are written: 
 

0 4 1 2 3

2
( ) ( ) ( ) ( )

i W
c

h c x y zβε βε βε βε βε εγ
ε

π δ µ α α α α ϕ ∂ ∂ ∂ − − − −   ∂ ∂ ∂  
∑ = 0,  (I) 

 
and the equations [(II), Chap. V] are written: 
 

0 4 1 2 3

2
( ) ( ) ( ) ( )

i W
c

h c x y zγε γε γε γε γε εβ
ε

π δ µ α α α α ϕ ∂ ∂ ∂ + − − −   ∂ ∂ ∂  
∑ = 0.  (II) 

 
 The system (I) will then be composed of the four Dirac systems that are obtained by 
setting γ = 1, 2, 3, 4 in (I). 
 One passes from (I) to (II) formally by changing i into – i, W into – W, and ϕεγ into 
ϕβε .  When one appeals to the known results of Dirac’s theory, one can write down a 
solution I

βγΦ of system (I) and a solution II
βγΦ  of system (II) and then identify I

βγΦ ≡ 
II
βγΦ . 

 

 A. THE SOLUTION ΦI = ΦI 
2 iw

t
he

π

. – The formulas that were obtained by C. G. 
Darwin in the solution of the Dirac equations (1) permit us to write down two types of 
solutions of equations (I) directly: 
 
  Type (+) Type (−) 
 

1 1 1
1 1

2 1 1

3
1 1

4

, ( ) ,

, ( 1) ,

( 1) , ,

( ) , ,

0,1,2, 1,2,

, ( 1), , ( 1), , ( 1), , .

l m l m
l l

l m l m
l l

l m l m
l l

l m l m
l l

i F Y i l m F Y

i F Y i l m F Y

l m G Y G Y

l m G Y G Y

l l

m l l l m l l l

γ γ γ

γ γ γ

γ γ γ

γ γ γ

ϕ
ϕ
ϕ
ϕ

+ + − −
− −

+ + − −

+ −
− −

+ −

= −
= − + − 
= − + 


= + − 
= =


= − − − + = − − − 

⋯ …

⋯ ⋯

  (3) 

 
 lF γ+ , lG γ+ , lF γ− , lG γ−  are radial functions; for any index γ, they will satisfy the 

equations: 

                                                
 (1) See [8], pp. 231, et seq.  
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0

0

0

0

2
0,

2 2
0,

2 1
0,

2 2
0.

l l l

l l l

l l l

l l l

W l
c F G G

h c r

W l
c G F F

h c r

W l
c F G G

h c r

W l
c G F F

h c r

π µ

π µ

π µ

π µ

+ + +

+ + +

− − −

− − −

 + + − =  
  

+ − + + + =  
  


+  + + + =   


−  − + + − =    

ɺ

ɺ

ɺ

ɺ

   (4) 

 
(The dot above the functions F and G indicates a derivative with respect to r.) 
 The m

lY = m
lY (θ, ϕ) are Laplace’s spherical functions: 

 
2cos 1

( , ) ( )! sin
( cos ) 2 !

0,1,2,

, ( 1), , .

l m
m im m

l l m l

d
Y l m e r

d l

l

m l l l

ϕ θθ ϕ θ
θ

+

+

 −= − ⋅  ⋅  
= 
= − − − +



⋯

⋯

  (5) 

(r, θ, ϕ are the spherical coordinates about the z-axis.) 
 Each of the two systems of functions (3a and b) satisfies (I).  However, in view of the 
identification that was mentioned above, one must consider a more general solution, 
namely: 
 

1 1 1
1 1 1

1 11 1 1
2 1 1

1 1
3 1

[ ( 1 ) ] ( ) ,

( ) [ ( ) ] ( 1) ,

[ ( 1

m m ml l l l
l l l

m m ml l l l
l l l

m ml l
l l

Y i F Y i F i l m F Y i l m F

Y i F Y i F i l m F Y i l m F

Y i G Y G l m

β β β

β β β

β β

ε ε ε
β β β β β β β

ε ε ε
β β β β β β β

ε ε
β β β β

ϕ ε ε

ϕ ε ε

ϕ ε

+ + +− +
+ + + − − −

− + + − +− +
+ + + − − −

+ ++
+ + +

= + + + − − + − −

= − + − + + + + + + −

= + + − − + 1
1

1 1 11 1 1
4 1 1

) ] ( ) ,

( ) [ ( ) ] ( 1) .

ml l
l

m m ml l l l
l l l

G Y l m G

Y G Y G l m G Y i l m G

β

β β β

ε
β β β

ε ε ε
β β β β β β β

ε

ϕ ε ε

+ −
+ − +

− + − + − ++ −
+ − + + − −







+ − − 



= − + − + + + + + + − 

 (6) 

 
 The εβ are undetermined whole numbers; we immediately point out that the 
identification ϕI = ϕII will show that ε1 = ε3 = 0, ε2 = ε4 = 1. 
 We remark that by virtue of (4), the functions (1): 
 

1lF −
+ , lG+ , 1lF +

− , lG−      (7) 

 
all satisfy the same second-order differential equation: 

                                                
 (1) The functions 1F −

+  and 0G−  that one obtains by setting l = 0 in (7) are set to zero identically.  
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2 2
2 2
02 2 2

2 4 ( 1)
l r l

W l l
f f c f

r h c r

π µ
   ++ + − −  

  

ɺɺ ɺ = 0   (8) 

 
for any value of the index β. 
 Such an equation (8) has two linearly-independent solutions; one of them is 
everywhere finite, while the other one has a pole at the origin. 
 Conforming to the theory of retarded potentials and the series developments in which 
the multipolar waves appear, one takes: 
 

( )d
lf kr = { }1 1

2 2
( ) ( 1) ( )ll

l l

C
J kr i J kr

i kr + − −+ −   
2 v

h
c

π = 
 

  (9) 

 
for a diverging spherical wave, in which the Cl are arbitrary constants (which are 
determined by the normalization conditions), and 1

2l
J + , 1

2l
J− −  are the well-known Bessel 

functions. 
 For a converging spherical wave, the radial function is deduced from (9) by changing 
i into – i (1); hence: 
 

( )c
lf kr = { }1 1

2 2
( ) ( 1) ( )

ip
ll

l l

D e
J kr i J kr

i kr + − −− −
−

,     (10) 

 
in which Dl are arbitrary constants, and eip is a phase factor that we have introduced as a 
result of the calculations above.  Moreover, the angular distributions of the functions ϕαβ 

are obviously the same in the two cases of diverging and converging waves. 
 Finally, consider a wave that is composed of the superposition of two spherical waves 
with the same center, one of which Φd = ϕ d e2πivt is diverging, and the other of which Φc 
= ϕ c e2πivt is converging, and they have the same frequency, the same amplitude (Cl = 
Dl), the same angular distribution, and are p out of phase; hence, one will write p = π in 
(10).  By virtue of (9) and (10), the radial function will then be: 
 

( )s
lf kr = 1

2
( )l

l

C
J kr

i kr + .    (11) 

 
 The waves thus-obtained are stationary.  They no longer have a pole at the origin, 
since the radial function is (11).  That is the case that was envisioned by W. Heitler (loc. 
cit.) (2). 
 Depending upon whether one is dealing with a diverging, converging, or stationary 
spherical wave, the functions (7) will be proportional to (9), (10), or (11), resp., no matter 
what the value of the index β that the functions (7) are affected with.  The proportionality 
factors will naturally depend upon the indices + β, − β, as well as t. 
                                                
 (1) See, for example, [23], pp. 84.  
 (2) When these waves are contained in a sphere of finite radius, the frequencies v must satisfy a relation 
that is of no interest to us here. (See [22].)  
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 B. THE SOLUTION ΦII = ϕII e2πivt. – The solution ΦII, which will be identified with 
ΦI, is easily obtained by noting that one passes from (I) to (II) formally by changing i and 
– i and W into – W.  The two solutions (3) correspond to the following two solutions here, 
upon using the property: 

( )m
lY ∗ = (− 1)m m

lY− ; 

 
 Type (+) Type (−) 

 

1 1 1
1 1

2 1 1

3
1

4

, ( ) ,

, ( 1) ,

( 1) , ,

( ) , ,

0,1,2, 1,2,

( 1), , , , ( 1), , ( 1).

l m l m
l l

l m l m
l l

l m l m
l l

l m l m
l l

i H Y i l m H Y

i H Y i l m H Y

l m I Y I Y

l m I Y I Y

l l

m l l l m l l l

α α α

α α α

α α α

α α α

ϕ
ϕ
ϕ
ϕ

+ + − −
+ +

+ + − −

+ −
+

+ −

= − − +
= − − − 
= + + 


= − − 
= =


= − + − + = − − − − 

⋯ ⋯

⋯ ⋯

  (13) 

 
 lH α+ , lI α+ , lH α− , lI α−  are radial functions.  For any index α, they will satisfy the 

equations: 

0

0

0

0

2
0,

2 2
0,

2 1
0,

2 1
0.

l l l

l l l

l l l

l l l

W l
c H I I

h c r

W l
c I H H

h c r

W l
c H I I

h c r

W l
c I H H

h c r

π µ

π µ

π µ

π µ

+ + +

+ + +

− − −

− − −

 − + + − =  
  

+ − − − + + =  
  


+  − + + + =   


−  − − − + − =    

ɺ

ɺ

ɺ

ɺ

  (14) 

 
 By virtue of (14), the functions: 

1lH −
+ , lI + , lI − , 1lH +

−      (15) 

likewise satisfy equation (8). 
 In view of the aforementioned identification, one can consider a more general 
solution, namely: 
 

1 1
1 1 1

1 1 11 1
2 1 1

1
3 1

( ) [ ( 1 ) ] [ ( ) ],

( ) [ ( ) ] [ ( 1) ],

[ (

m m ml l l l
l l l

m m ml l l l
l l l

m ml l
l l

Y i H Y i H i l m H Y i l m H

Y i H Y i H i l m H Y i l m H

Y I Y I

α α α

α α α

α α

λ λ λ
α α α α α α α

λ λ λ
α α α α α α α

λ λ
α α α

ϕ λ λ

ϕ λ λ

ϕ

+ + +− +
+ + + − − −

+ + + + + +− +
+ + + − − −

+ ++
+ − −

= − + − − + + + + − + +

= − + − + − − + + − − −

= + + 1
1

1 1 11 1
4 1 1

1 ) ] ( ) ,

[ ( ) ] [ ( 1) ].

ml l
l

m m ml l l l
l l l

l m I Y l m I

Y I Y I l m I Y i l m I

α

α α α

λ
α β α α

λ λ λ
α α α α α α α

λ λ

ϕ λ λ

+ −
+ − +

+ + + + + ++ −
+ − − + − +







+ + + + + +


= + − − − + − − − − 

 (16) 
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 The λα are undetermined whole numbers. We see that the identification ϕ I = ϕ II will 
give λ1 = λ3 = 0, λ2 = λ4 = − 1. 
 
 C. IDENTIFICATION. – One can distinguish two cases that we shall refer to by the 
names electrical and magnetic spherical waves, resp., conforming to the usual 
terminology (1): 
 
 1. Electrical spherical wave.  One annuls: 
 

1 2 1 2
1 1 1 1

3 1 3 1

0,

0.

l l l l

l l l l

F F F F

F F F F
+ + − −
− − + +

+ + − −

= = = =
= = = = 

   (17) 

 
We then remark that when lF α+ = lF β+ , we will also have lG α+ = lG β+ , by virtue of (4). 

 Upon setting ε1 = 0, one will immediately get: 
 

ε1 = ε3 = λ1 = λ3 = 0; ε2 = ε4 = 1; λ2 = λ4 = 0 .  (18) 
 
 As a result, upon identifying the ϕ13 , ϕ14 , ϕ23 , and ϕ31 , ϕ32 , ϕ41 : 
 

1 1
3 4 1 2

1 1
3 4 1 2( ) ( ) ( ) ( ) ,

l l l l

l l l l

i F i F I I

i l m G i l m G l m H l m H

+ +
+ + − −

− −
− − + +

= = =
− = − + = + = − 

  (19) 

 
1 1

1 2 3 4
1 1

1 2 3 4( ) ( ) ( ) ( ) ,

l l l l

l l l l

F F iI iI

l m F l m F i l m I i l m I

+ +
− + + +

− +
+ + − −

= = − =
− = − + = − + = − − 

 (20) 

 
and upon identifying the ϕ11 , ϕ12 , ϕ21 , ϕ22 , and taking (19) and (20) into account: 
 

1 1
1 1 4 3

1 1
2 1 4 3
1 1

1 1 3 3
1 1

2 1 3 3

( 1) ( 1) , ( )

( ) ( ) , ( )

( ) ( ) , ( )

( 1) ( 1) . ( )

l l l l

l l l l

l l l l

l l l l

i F i l m F G l m G a

i F i l m F G l m G b

i F i l m F G l m G c

i F i l m F G l m G d

− +
+ − − +

− +
+ − − +
− +

+ − − +
− +

+ − − +

+ − + = − + + +
+ − = − − − 
− + + = − + 
− + + + = + − + 

  (21) 

 
 In addition, it results from (19) and (20) that: 
 

13 24 31 41

11 44 22 33 12 34 21 43

; ;

; ; ; .

ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ

= − = − 
= = = − = − 

  (22) 

 
 These relations (22) express the idea that: 
 

                                                
 (1) Cf., the end of § 4. 
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I(1) = I(2) = σx = σy = σz = σ4 = 0 ;   (22′) 
 
i.e., that the six non-Maxwellian quantities are zero for an electric spherical wave.  In 
order to verify (22′), one refers to the inversion formulas [V, (28)].  Equations (21.a, b, c, 
d) are not independent.  If one adds corresponding sides of (a), − (b), and (c) then one 
will get (d).  Moreover, for l ≠ – m, (b) will be a consequence of (c), and for l = − m, 
equation (c) will be satisfied identically, since by virtue of (19) and (20): 
 

1 1
1 2

3 4

( ) ( ) , ( )

( ) ( ) . ( )

l l

l l

l m F l m F a

l m G l m G b

− −
+ +

− −

− = − −
− = − + 

   (23) 

 
 Finally, all of the functions F+, F− , G+ , G− , that were introduced in (6) can be 
expressed as functions of two of the other ones; in other words, the ϕαβ again include two 
arbitrary constants.  We suppose that these constants are contained implicitly in 3

lG+  and 

3
lG−  for l ≠ − m, and in 3

lG+  and 4
lG−  for l = − m.  In order to consider these two cases 

simultaneously, we shall leave 3
lG+  and 3

lG−  in these formulas, as well as 4
lG− .  It will 

always be easy to take the condition (23.b) into account.  The solution of equations (21) 
will then give: 

1
1 3 3

1
2 4 3

1
1 3 4 3

(2 1) 2( )( 1) ,

(2 1) 2( )( 1) ,

(2 1) .

l l l

l l l

l l l l

i l F G l m l G

i l F G l m l G

i l F G G G

−
+ − +

−
+ − +

+
− − − +

+ = − + + +
+ = − − − + 
+ = − + 

   (24) 

 The other functions: 
1

1
lG −
+ , 1

2
lG −
+ , 1

1
lG +
− , 3

lF+ , 3
lF− , 4

lF−    (25) 

 
are likewise expressed as functions of the 3

lG+ , 3
lG− , 4

lG− , thanks to equations (4). 

 Here are the explicit values of the functions ϕαβ . 
 

11 44 4 3

22 33 3 3
1

24 13 1 3 1 1

42 31 1 1 1 1

12 34 1 4 3
1 1

14 1 3 1

[ ( 1) ],

[ ( 1) ],

( ) ,

( ) ,

[ ( ) ],

(

m l l
l
m l l

l
m l m l

l l
m l m l

l l

m l l
l

m l m
l l

Y G l m G

Y G l m G

Y i F Y i l m G

Y G Y l m G

Y G l m G

Y i F Y i l m

ϕ ϕ
ϕ ϕ
ϕ ϕ
ϕ ϕ

ϕ ϕ
ϕ

− −

− +
−

+ + − +

+ − − +

+ − +
+ +

+ + −

 = = − + + +
 = = + − +
 − = = + −
 − = = + −

− = = + −
= + − 4

1 1 1 1
32 1 1 1 2

1
34 21 3 3

1 1
23 1 3 1 3

1 1 1 1
41 1 1 1 1

1) ,

( 1) ,

[ ( ) ],

( ) ( 1) ,

( ) ( 1) .

l

m l m l
l l

m l l
l

m l m l
l l

m l m l
l l

F

Y G Y l m G

Y G l m G

Y i F Y i l m F

Y G Y l m G

ϕ

ϕ ϕ
ϕ
ϕ

−
+ + + −

+ − − +

−
− +

− −
+ + − −

− + − −
+ − − +









 
 − 
 = + − − 

 − = = − +
 = − + + − 
 = − + + − 


  (26) 
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 It is pointless to replace the functions (25) in these formulas with their expressions as 
functions of 3

lG+ , 3
lG− , 4

lG−  that one infers from equations (4). 

 The electromagnetic fields and potentials that correspond to (26) are deduced 
immediately from (26) and [V, (28)].  Upon absorbing the multiplicative constant 

04 /K c hπ µ  into the two arbitrary constants that were pointed out above and not writing 

out the temporal factor 
2 iw

t
he

π

, one will have the electric field: 
 

 Hx + i Hy = 1 1 1 1
1 3 1 1 1 2

1 1
( ) ( 1)( )m l l m l l

l lY i F G Y l m i F G
i i

+ + + −
+ + − − − +− + − − − , 

 

 Hx − i Hy = 1 1 1 1
1 3 1 1 3 1

1 1
( ) ( 1)( )m l l m l l

l lY i F G Y l m i F G
i i

+ + − −
+ + − − − +− + + + − − , 

 

 Hz = 1 1
1 3 1 1 3 1

1 1
( ) ( )( )m l l m l l

l lY i F G Y l m i F G
i i

+ −
+ + − − − +− + − − , 

 
the magnetic field: 
 

1
4 3

1
3 2

4 3 3

2( ( ) ),

2( ( ) ),

2( 2 ),

m l l
x y l

m l l
x y l

m l l l
z l

i Y G l m G

i Y G l m G

Y G G mG

+
− +

−
− +

− − +

+ = − − −
− = − + 
= − − + 

H H

H H

H

     (27) 

 
the vector potential: 
 

 Vx + i Vy = − 1 1 1 1
1 3 1 1 4 2

0

{ ( ) ( 1)( )}
2

m l l m l l
l l

h
Y i F G Y l m i F G

cπµ
+ + + −

+ + − − − ++ + − − + , 

 

 Vx − i Vy = − 1 1 1 1
1 3 1 1 3 1

0

{ ( ) ( 1)( )}
2

m l l m l l
l l

h
Y i F G Y l m i F G

cπµ
+ + − −

+ + − − − +− − + + − + , 

 

 Vz = − 1 1
1 3 1 1 3 2

0

{ ( ) ( )( )}
2

m l l m l l
l l

h
Y i F G Y l m i F G

cπµ
+ −

+ + − − − ++ + − + , 

 
the scalar potential: 

V = 1 3 3
0

{ 2( 1) }
2

m l l l
l

h
Y G G l G

cπµ − − +− + + + . 

 
 Any spherical wave is characterized by two whole numbers l and m; l can take all of 
the positive whole number values (1): 

                                                
 (1) The case where l = 0 will be considered later on (end of § 4). 
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l = 1, 2, …,     (28) 
 
and for a given value of l, m can take any of the (2l + 1) values: 
 

m = − l, − (l – 1), …, + l.    (29) 
 
 An “electric spherical wave” of frequency v = W / h will then have the form: 
 

e
lm
αβΦ = 2

e
lm ivte π
αβϕ ,    (30) 

 

in which the 
e

lm
αβϕ are defined by (26).  In addition, that wave will be qualified by 

diverging, converging, or stationary according to whether one uses (9), (10), or (11).  
However, it is important to point out that this wave still includes two arbitrary constants.  
We shall return to that point later on (§ 4). 
 
 2. Magnetic spherical wave. One annuls: 
 

3 4 3 3
1 1 1 1

1 2 4 2

0,

0.

l l l l

l l l l

F F F F

F F F F
+ + − −

− − + +
+ + − −

= = = =
= = = = 

   (31) 

 
 Upon following the same method as in 1., one will first find (18); as a result: 
 

1 2 1 2
1 1 1 1

3 4 3 4

,

,

l l l l

l l l l

i F i F i H i H

G G I I
+ + + +

+ + + +
− − − −

= = − =
= = = − 

   (32) 

 

1 2 1 2
1 1 1 1

3 4 3 4

( ) ( ) ( ) ( ) ,

( ) ( ) ( ) ( ) ,

l l l l

l l l l

i l m F i l m F i l m H i l m H

l m G l m G l m I l m I
− − − −
− − − −

+ + + +

− = − + = − + = − −
− = − + = + = − 

  (33) 

and 
1 1

3 3 2 1
1 1

4 3 2 1
1 1

3 3 1 1
1 1

4 3 1 1

( ) [ ( 1) ], ( )

( ) [ ( ) ], ( )

( ) [ ( ) ], ( )

( 1) [ ( 1) ], ( )

l l l l

l l l l

l l l l

l l l l

i F i l m F G l m G a

i F i l m F G l m G b

i F i l m F G l m G c

i F i l m F G l m G d

τ
τ
τ
τ

− +
+ − − +

− +
+ − − +

− +
+ − − +

− +
+ − − +

+ − = − + + +
+ − = − − − 
− + + = − + 
− + + + = + − + 

  (34) 

 
in which we have set: 

τ =
2

0
2

0

W c

W c

µ
µ

−
+

,      (35) 

to simplify the writing. 
 It results from (32), (33), and (34) that: 
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11 22 33 44

13 42 14 32 23 41 24 31

, , ( )

, , , . ( )

a

b

ϕ ϕ ϕ ϕ
ϕ τ ϕ ϕ τ ϕ ϕ τ ϕ ϕ τ ϕ

= − = − 
= = − = − = 

  (36) 

 
 Upon utilizing the inversion formulas, the six relations (36) can be written: 
 

(1) 0, ( )

0, ( )

I a

V b

= 
= 

     (35′) 

 

4 (2)2
0

2 2 2
, , , ( )

. ( )

x x y y z z

iv iv iv
H H H a

c c c
W

i I b
c

π π π

σ
µ

= − = − = − 

=


V V V

  (36′) 

 
 One must obviously have (35′.a) and (36′.b) due to the equations of the photon.  On 
the other hand, the condition (35′.b) implies (36′.b) by virtue of the defining equations of 
the fields as functions of the potentials. 
 Equations (34) are formally the same as (21). 
 The four equations (34) are therefore not independent: (d) is a consequence of (a), 
(b), (c), and one can make the same remarks about (34.b, c) that one makes about (21.b, 
c).  Two arbitrary constants ultimately remain.  However, for the same reasons as in 1., 
we still leave the three symbols 1

lG+ , 1
lG− , and 3

lG−  in the formulas.  Upon solving (34), 

one will get (cf. 24): 
 
 i (2l + 1) 1

3
lF −

+ = τ [− 1
lG− + 2 (l + m) (l + 1) 1

lG+ ], 

 i (2l + 1) 1
4
lF −

+ = τ [− 2
lG− + 2 (l − m) (l + 1) 1

lG+ ], 

 i (2l + 1) 1
3
lF +

− = τ ( 1
lG− − 2

lG− + 1
lG+ ). 

 
 Finally, we give the explicit value of ϕαβ : 
 

22 11 1 1 1 1
1

44 31 1 3 1 3

42 13 2 1

31 24 1 1
1 1

12 1 1 1 2
1 1 1

34 1 3 1

( ) ,

( ) ,

[ ( 1) ],

[ ( 1) ],

( 1) ,

m l m l
l l

m l m l
l l

m l l
l

m l l
l

m l m l
l l

m l m
l l

Y i F Y i l m F

Y G Y l m G

Y G l m G

Y G l m G

Y i F Y i l m F

Y G Y i

ϕ ϕ
ϕ ϕ

τ ϕ ϕ τ
τ ϕ ϕ τ

ϕ
ϕ

+ + − −
−

+ − − +

− +

− +
+ +

+ − − −
+ + +

+ − −

− = = + −
− = = + −

= = − + + +
= = + − +
= + − −
= + 1

1
1

32 14 2 1
1

41 23 1 1
1 1

21 1 1 1 1
1 1 1

43 1 3 1 3

( 1) ,

[ ( ) ,

[ ( ) ],

( ) ( 1) ,

( ) ( 1) .

l

m l l
l

m l l
l

m l m l
l l

m l m l
l l

l m G

Y G l m G

Y G l m G

Y i F Y i l m F

Y G Y l m G

τ ϕ ϕ τ
τ ϕ ϕ τ

ϕ
ϕ

−
+

+
− +

−
− +

− −
+ + − −

− − −
+ + − +








− − 
− = = − − −


− = = − + 
= − + + −


= − + + − 

   (38) 
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 One immediately infers the expressions for the tensorial quantities from (38) and [V, 
(28)].  Upon absorbing the multiplicative constant K 4π µ0 c / h into the two arbitrary 
constants, one will get the electric field: 
 

1
2 22

0

1
1 12

0

1
2 1 32

0

1 2
[ ( ) ] ,

1 2
[ ( ) ] ,

1 2
( 2 ) ,

l l m
x y l

l l m
x y l

m l l l
z l

W
H iH G l m G Y

i W c

W
H iH G l m G Y

i W c

W
H Y G G mG

i W c

µ

µ

µ

+
− −

−
− +

−
− − +


+ = − − − + 


− = − + + 


= − − + 

+ 

  (39.a) 

the magnetic field: 
 

1 1 1 1
1 1 3 1 2 1

1 1 1 1
1 1 3 1 1 1

1 1 1
1 1 3 1 1 3

( ) ( 1)( ),

( ) ( 1)( ),

( ) ( )( ).

m l l m l l
x y l l

m l l m l l
x y l l

m l l m l l
z l l

i Y iF G Y l m iF G

i Y iF G Y l m iF G

Y iF G Y l m iF G

+ + + +
+ + − − − +

− + − +
+ + − − − +

− + −
+ + − − − +

+ = − + − − −
− = − + + + − − 
= − + − − 

H H

H H

H

 (39.b) 

 
 Recall that the vector potential is given by (36′.a): 
 

Vx = − 
2

c

i vπ
Hx , Vy = − 

2

c

i vπ
Hy , Vz = − 

2

c

i vπ
Hz ,  (39.c) 

 
and that the scalar potential is zero: 
 

V = 0.       (39.d) 
 
 The non-Maxwellian quantities are not necessarily zero.  One has: 
 

1 1 1 1
1 1 1 1 2 1

0

1 1 1 1
1 1 3 1 1 3

0

1 1
1 1 3 1 1 3

0

( ) { ( ) ( 1)( )},
2

( ) { ( ) ( 1)( )},
2

{ ( ) ( )( )}.
2

m l l m l l
x y l l

m l l m l l
x y l l

m l l m l l
z l l

h
K i Y iF G Y l m iF G

c

h
K i Y iF G Y l m iF G

c

h
K Y iF G Y l m iF G

c

σ σ
πµ

σ σ
πµ

σ
πµ

+ + + +
+ + − − − +

− + − −
+ + − − − +

+ −
+ + − − − +


+ = − + + − − +

− = − − − + + − +

= − + + − +










 (39.e) 

 
 Recall that σ4 is expressed as a function of I(2) by means of (36′.b).  Finally: 
 

K I(2) = 1 2 1 12
0

{ 2( 1) }
2 ( )

m l l l
l

hc
Y G G l G

W cπ µ + − − +− + + +
+

.    (39.f) 
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 Any wave (38) or (39) is characterized by the two numbers l and m.  l can take all 
positive integer values (1): 

l = 1, 2, …,      (40) 
 
whereas, for a given value of l, m can take any of the (2l + 1) integer values: 
 

m = − l, …, + l.     (41) 
 
 A “magnetic spherical wave” will then be represented by the notation: 
 

o
lmΦ = 

o
lmϕ e2πivt,     (42) 

 

in which the 
o

lmϕ  are defined in (38).  That wave (42) will be diverging, converging, or 
stationary according to whether one uses (9), (10), or (11), resp.  It still includes two 
arbitrary constants, which will be examined in paragraph 4. 
 
 Remarks. –  
 
 a) Give all functions that relate to electric spherical waves an overhead ε and give all 
functions that relate to magnetic spherical functions an overhead µ.  One effortlessly sees 
that one can write: 

3
lG

ε

+ = 1
lG

µ

+ , 3
lG

ε

− = 1
lG

µ

− , 1
lG

ε

− = 2
lG

µ

− ; 

 
hence, one likewise has: 
 

1
1

lF
ε

−
+ = 1

3
lF

µ
τ −

+ ,  1
2

lF
ε

−
+ = 1

1
lF

µ
τ −

+ ,  1
1

lF
ε

+
− = 1

3
lF

µ
τ +

− . 

 
 It will then result that, up to terms of order µ0 c

2 / W: 
 
 H(ε) ≈ − i H(ε) , 

 H(ε) ≈ i H(ε) . 

 
 b) It might seem that the Maxwellian quantities (39.a – d) are necessarily associated 
with the expressions (39.e – f) for the non-Maxwellian quantities.  That link is only due to 
the method of solution of the fundamental equations that we have adopted.  It is obvious 
that the wave that is defined by the fields and potentials (39.a – d) and using: 
 

σx = σy = σz = σ4 = I(2) = 0 
 
in place of (39.e – f) will likewise satisfy the equations of the photon. 

                                                
 (1) The case in which l = 0 will be considered later on (end of § 4).  
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 Similarly, the wave that is defined by: 
 

H = 0,  H = 0,  V = 0,  V = 0, 

 
and whose non-Maxwellian quantities are given by (39.e, f), is likewise a solution of 
equations (I), (II).  In that case, one can makes some remarks that are analogous to the 
ones in paragraph 12 of Chapter V.  The non-Maxwellian photon that is represented by 
(39.e, f) will transport an energy W and a moment of impulse whose projection onto the z-
axis will be – mh / 2π and whose length-squared will be equal to l (l + 1) h2 / 4π2. (See § 
3). 
 
 
 3. Moments of impulse. –In the theory of the photon, the total moment of impulse 
operator is a vector whose projection into the z-axis is: 
 

mz = 0 s
z zm m+ , 

in which: 

0
zm = −

2

h

iπ ϕ
∂

∂
, 

s
zm = 

4

h

π
(i A1 A2 + i B1 B2). 

 
 The calculation of lm

zm αβΦ  is extremely simple.  One immediately finds that: 

 

2
lm lm

z

h
m mαβ αβπ

Φ = − Φ     (44) 

 
for a electric or magnetic spherical wave. 

 The photon whose state is represented by the wave functions lm
ε

αβΦ  or lm
µ

αβΦ  will then 

transport a moment of impulse along the z-axis that is equal to – mh / 2π. 
 On the other hand, the operator mz does not commute with the other components mx 
and my .  Conforming to the general principles of wave mechanics, that must say that one 
cannot simultaneously determine two of the components mx, my, mz of the total moment of 
impulse vector for a photon.  When one of the components is fixed, which is the case that 
we suppose, there will no longer exist relations that are capable of determining the other 
components. 
 By contrast, m2 does commute with mz .  We calculate m2 Φlm and show that we will 
have: 

2
2

2 ( 1) ,
4

lm lmh
m l l

π
Φ = + Φ    (45) 

in any case. 
 First, here are some general relations: By virtue of the definition of the vector m: 
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m2 = (m0)
2 + 

2

h

π
(m0 · sa + sb) + 

2

24

h

π
(sa sb) + 

2

2

3

2 4

h

π
.  (46) 

 
 Thanks to equations (4): 

2
0( ) lm G−  = 

2

24

h

π
l (l + 1) lG− ;    (47) 

 
the same relation exists for 1lF +

− , 1lF −
+ , and lG+ .  Upon using the explicit form of the 

matrices sa and sb , one will have: 
 

0 0
0 1 1 2 1 3 4 1 3

0 0 0
2 1 1 2 4 3 2 4

( , ) ( )( )

( )( ) [( 1) ( 1) ]
a b x y

x y z

m im

m im m
αβ α α β α α β β α

β α
α β β α α β β α αβ

δ δ δ δ
δ δ δ δ

+ Φ = + Φ − Φ + Φ − Φ 
+ − Φ − Φ + Φ − Φ + − − − Φ 

m s s
     (48) 

and 
 

1
2 2 11 4 31 4 2 13 4 332

1
1 1 22 3 42 3 1 24 3 44 2

( ) ( ) ( )

( ) ( ) ( 1) ,
a b αβ β α α β α α

α β
β α α β α α αβ

δ δ δ δ δ δ
δ δ δ δ δ δ +

Φ = − Φ + Φ − Φ + Φ 
− Φ + Φ − Φ + Φ − − Φ 

s s
 (49) 

 
in which δαα = 1 and δαβ = 0 for α ≠ β.  One remarks that: 
 

0 0

0 0

sin cos ,
2

sin cos .
2

i
x y

i
x y

h
m im ri e i

i z x y

h
m im ri e i

i z x y

ϕ

ϕ

θ θ
π

θ θ
π

−

  ∂ ∂ ∂+ = − − ⋅ + ⋅ +   ∂ ∂ ∂   


  ∂ ∂ ∂ − = − − ⋅ + ⋅ −   ∂ ∂ ∂   

  (50) 

 Finally, set: 

ξl (f) ≡ 
l

f f
r

−ɺ , ηl (f) = 
1l

f f
r

++ɺ ,   (51) 

 
in which f ≡ f (r) is a function of r.  One has (1), upon writing ξl for ξl (r): 
 

1 1
1 1

1 1
1 1

1 1

1
{ ( )( 1) },

2 1

1
{ ( )( 1) },

2 1

1
{ ( )( ) }.

2 1

m m m
l l l l l

m m m
l l l l l

m m m
l l l l l

i f Y Y l m l m Y
x y l

i f Y Y l m l m Y
x y l

f Y Y l m l m Y
z l

ξ η

ξ η

ξ η

+ −
+ −

− −
+ −

+ −

 ∂ ∂+ = − − − −  ∂ ∂ +  
 ∂ ∂ − = − + + + −  ∂ ∂ +  
∂ = + + − 

∂ + 

  (52) 

 
 Note the following relations: 

                                                
 (1) See [8], pp. 232. 
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1 1 1
1 1

1
1 1

1
1 1

( 1)( 1) (2 1)cos ,

( 1)( ) (2 1)sin ,

( 1)( ) (2 1)sin .

m m m
l l l

m m i m
l l l

m m i m
l l l

Y l m l m Y l Y

Y l m l m Y l e Y

Y l m l m Y l e Y

ϕ

ϕ

θ
θ
θ

− − −
+ −

−
+ −

− +
+ −

+ + − − + = +
+ − + − = + 
− + + + + = + 

  (53) 

 
 These few formulas will permit one to perform the calculation of the m2 Φlm for an 
electric or magnetic spherical wave with no difficulty.  For example, one can calculate 

o
2

11
lmm Φ .  One finds from (47) that: 

o
2

11
lmm Φ  = 

2 o

112
( 1)

4
lmh

l l
π

+ Φ .    (54) 

 

Then, upon denoting the radial functions of 
o

11
lmΦ , 

o

12
lmΦ , … by f11 , f12 , …, resp., one will 

have: 

(m0 ·  sa + sb) 11
lm

ε
ϕ  = −

2
m

l

h
Y

π
[− f21 (l − m + 1) + f12 (l + m + 1)] 

1
2 (sa sb) 11

lm
ε
ϕ  = − ( )1

22 1122
m

l

h
Y f f

π
+ ; 

 
hence, upon replacing the fαβ with their values: 
 

2

0 112

1
( ) ( )

2 2 4
lm

a b a b

h h ε
ϕ

π π
 

⋅ + + 
 

m s s s s = − 
2

112

3

4 2
lmh ε

ϕ
π

.  (55) 

 
(46), (54), and (55) give: 

2
11
lmm

ε
Φ  = 

2

112
( 1)

4
lmh

l l
ε

π
+ Φ . 

 
 The calculations will have the same form for the other components whose indices 
“are of the same pair” (12, 21, 22, 33, 34, 43, 44) (†).  One will have some simplifications 
for the components whose indices “have different pairs” (13, 14, 23, 24, 31, 41, 32, 43).  
For example, for Φ14 : 

2
0 14( ) lmm

ε
Φ  = 

2

142
( 1)( 2)

4
lmh

l l
ε

π
+ + Φ , 

(m0 · sa + sb) 14
lm

ε
Φ = − 

2

142
2( 2)

4
lmh

l
ε

π
+ Φ , 

1
2 (sa · sb) 14

lm
ε
Φ = − 1 4

14

1
( 1)

2
lm

ε
+− Φ  = 14

1

2
lm

ε
Φ ; 

 
hence, one further infers that: 

                                                
 (†) Translators note: The “pairs” in question are 12 and 34, apparently.  
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2
0 14( ) lmm

ε
Φ  = 

2

142
( 1)

4
lmh

l l
ε

π
+ Φ . 

 
 One will encounter the same calculations as above in the case of a magnetic spherical 
wave. 
 Formulas (44) and (45) express the following fundamental theorem: A photon that is 
represented by a wave lmαβΦ  will transport a moment of impulse whose projection onto the 

z-axis will be equal to – mh / 2π, and whose length-squared will be equal to l (l + 1) h2 / 
4π2. 
 We can deduce some theorems about the flux and mean values of the moment of 
impulse from these general results. 
 First, consider a diverging spherical wave (1).  Multiply both sides of (44) on the left 
by c αβ

×Φ  (A4 + B4) / 2, sum over the indices α and β, and integrate over a closed surface 

that surrounds the origin and tends to infinity.  One will get: 
 

4 4

2 z

S

c m dS∗ +Φ Φ ⋅∫�
A B

 = 4 4 ( )
2 2S

h
c dS m

π
∗ +Φ Φ ⋅ ⋅ −∫�
A B

.   (56) 

 
 (S is the closed surface around the origin that tends to infinity.)  The integral: 
 

4 4

2S

c dS∗ +Φ Φ ⋅∫�
A B

 

 
represents the number of photons that cross the surface S per unit time [20].  When 
multiplied by hv, where v is the frequency of the wave considered, it will be equal to the 
energy flux Σ that crosses S per unit time.  On the other hand: 
 

4 4

2 z

S

c m dS∗ +Φ Φ ⋅∫�
A B  = 04 4

2 z

S

c m dS∗ +Φ Φ ⋅∫�
A B + 4 4 ( )

2 2 2

a b
z z

S

s sh
c dS

π
∗ + +Φ Φ ⋅∫�
A B .     (57) 

 
 The first integral on the right-hand side of (57) is the flux of orbital moment that 
crosses S per unit time.  Finally: 
 

4 4

2 2 2

a b
z zs sh

π
∗ + +Φ ⋅ ΦA B  = 4 4 4 4

2 2 2 2 2

a b a b
z z z zs s s sh h

π π
∗ ∗+ − −Φ Φ + Φ ⋅ ΦB A A B .  (58) 

 
 The first term on the right-hand side of (58) is the mean-value density of spin, 
conforming to the definition [V, (20)] of mean-value densities.  Upon using the inversion 
formulas [V, (28)], the second term is written explicitly as: 
 

                                                
 (1) For ease of notation, in what follows, we shall suppress the indices l and m that the symbols Φαβ are 
affected with.  
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4 4

2 2 2

a b
z zs sh

π
∗ − −Φ ⋅ ΦA B

 = (1)

1
( )

4 z zV H c I
c

σ∗ ∗− −  + conj.  (59) 

 
 (59) is zero for a wave whose scalar potential is zero, since I(1) = 0 for an un-
annihilated photon.  We place ourselves in the case where: 
 

V = 0.      (60) 
 The expression: 
 

4 4

2 z

S

c m dS∗ +Φ Φ ⋅∫�
A B

 = 04 4 4 4

2 2 2

a b
z z

z

S S

s sh
c m dS c dS

π
∗ ∗+ +Φ Φ ⋅ + Φ Φ ⋅∫ ∫� �
A B B A

 

 
will then represent the flux Mz of the total moment of impulse along the z-axis that 

crosses S per unit time, and the relation (56) can be written: 
 

z

Σ
M

= 
2

m

vπ
−

.     (61.a) 

 
 On the other hand, upon using (50), (52), and (53), one will find that: 
 

Mx = My = 0.     (61.b) 

 
 In the case of an electric spherical wave, the annulling of the scalar potential will fix 
one of the two arbitrary constants.  The remaining constant is then a multiplicative 
constant that will determine the intensity of the wave; it will be fixed by a normalization 
condition.  In the next paragraph, we shall see that the real part of the electromagnetic 
field thus-specified will be that of a classical electric l-pole wave, up to terms of order µ0 
c2 / W.  For an electric dipole wave (l = 1, m = − 1, 0, or + 1), (61) is nothing but the well-
known Abraham-Sommerfeld formula (1). 
 In the case of a magnetic spherical wave, one can fix one of the two arbitrary 
constants in such a manner as to obtain the electromagnetic fields of a classical magnetic 
multipolar wave (see § 4).  Formulas (61) then generalize the Abraham-Sommerfeld 
formula to the case of electric and magnetic multipole waves. 
 We remark, in passing, that in order to arrive at (61.a, b), the condition (60) can be 
replaced with the less-restrictive hypothesis that: 
 

S
∫� (V* Hz + conj.) dS = 0.    (62) 

 
 Now consider the case of a stationary spherical wave.  Multiply both sides of (44) on 
the left by Φ× (A4 + B4) / 2, and sum over the indices α and β.  That will give: 

                                                
 (1) In [20], we have obtained formulas (61.a, b) in the cases of electric dipole and quadrupole waves by 
direct calculation. 
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4 4

2 zm dx dy dz∗ +Φ Φ ⋅∫�
V

A B
= 4 4 ( )

2 2

h
dx dy dz m

π
∗ +Φ Φ ⋅ ⋅ −∫�

V

A B
,   (63) 

 
in which the integration extends over the domain V of the entire sphere in which one 

finds that stationary.  The integral: 
 

N ≡ 4 4

2
dxdy dz∗ +Φ Φ ⋅∫�

V

A B
 

 
expresses the total number of photons that are situated in the sphere; the product: 
 

U = N hv 
 
will then be the total energy in the wave Φ.  When one takes (60) into account, the left-
hand side of (63) will become the value Mz of the projection onto the z-axis of the total 
(orbital and spin) moment of impulse of the wave Φ.  The relation (63) will then be 
written: 

zM

U
= 

2

m

vπ
−

.     (64) 

 On the other hand, one will find that: 
 

Mx = My = 0.     (65) 
 
 W. Heitler obtained that result (2) in the classical Maxwell theory [22] for a 
stationary electric or magnetic multipolar wave (see, end of § 4). 
 Some analogous theorems can be written down concerning the means value of the 
square of the length of the total moment that is transported by a “multipolar photon.” The 
operator m2 does not have the canonical type (20), since it includes products (sa sb).  
However, by virtue of the relations (45), m2 is equivalent to the canonical operator l (l + 
1) h2 / 4π2 in the case of spherical waves. 
 
 
 4. On the complete determination of spherical waves.  Multipolar waves. – The 
spherical waves that were defined in paragraph 2 still include two arbitrary constants 
whose role we shall now study more closely.  We say that a spherical wave is completely 
determined if the expressions for lmαβΦ  are given up to a multiplicative constant.  They 

will always be present, due to the fact that the equations of the photon are homogeneous 
in the Φαβ and their derivatives:  If Φαβ is a solution then C Φαβ will also be one (C = 
constant).  That constant will be fixed by a normalization condition.  For example, for a 
stationary spherical wave, one can write: 
 

4 4

2
dxdy dz∗ +Φ Φ ⋅∫�

V

A B
= 1. 
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For a diverging or converging wave, for example, one can write that the flux of photons 
that crosses a closed surface S that surrounds the origin and tends to infinity is equal to 
one photon per unit time.  However, we are not interested in the normalization of the 
wave here. 
 We shall show that, up to terms of order µ0 c

2 / W (in which, W = hv), the electric and 
magnetic fields of an electric and magnetic spherical wave of frequency v will depend 
upon the same single constant. 
 First, consider the case of an electric spherical wave.  Introduce the notations: 
 

3
lG+  = a g, 3

lG−  = b′ g, 4
lG−  = b″ g, 

 
in which a, b′, b″ are three “finite” constants; i.e., they do not tend to zero when one 
makes µ0 → 0.  By virtue of (23), b′ and b″ are coupled by the relation: 
 

(l – m) b′ = − (l + m) b″ . 
 Set: 

f+ = − 
2

02 ( )

h l
g g

W c rπ µ
 − −  
ɺ , f− = − 

2
0

1

2 ( )

h l
g g

W c rπ µ
+ − +  

ɺ , 

 

α = 
2

0
2

0

2

(2 1)( )

c

l W c

µ
µ+ −

,  C = 
2

2 1

b b la

l

′′ ′− +
+

. 

 
 One will then have: 
 
 1

3 1
l li F G +

+ −− = i C f+ + iα (b″ − b′ – a) f+ , 

 

 1
3 1
l li F G −

− +− = − i 
1l

l

+
(l + m) C f− + iα [b′ – 2a (l + 1)(l + m)] f− , 

 

 1
4 2
l li F G −

− +− = i 
1l

l

+
(l − m) C f− + iα [b″ + 2a (l + 1)(l − m)] f− , 

 

 4 3( )l lG l m G− ++ − = 
2 1

2

l

l

+
(l − m) C g , 

 

 3 3( )l lG l m G− +− + = − 2 1

2

l

l

+
(l + m) C g , 

 

 − 4 3 32l l lG G mG− − +− + = 
2 1l

l

+
m C g . 

 
 Hence, up to terms of order µ0 c

2 / W (or α): 
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1 1
1 1

1 1
1 1

1 1

1
( )( 1) ,

1
( )( 1) ,

1
( )( ) ,

m m
x y l l

m m
x y l l

m m
z l l

l
H iH C f Y l m l m f Y

l

l
H iH C f Y l m l m f Y

l

l
H C f Y l m l m f Y

l

+ +
+ + − −

− −
+ + − −

+ + − −

+  + + − − −    
+ − − − + + −    
+ − + −    

≃

≃

≃

  (66.a) 

 

1

1

2 1
( ) ,

2 1
( ) ,

2 1

m
x y l

m
x y l

m
z l

l
i C l m g Y

l
l

i C l m g Y
l

l
C m g Y

l

+

−

+ + − − 


+ − − + 


+ 



≃

≃

≃

H H

H H

H

   (66.b) 

 
 It results from these formulas that in order to have “finite” electromagnetic” fields 
(i.e., ones with terms other than ones that are proportional to α), one must suppose that C 
≠ 0.  In addition, any relation that establishes a link between the two arbitrary constants in 
order to completely determine the wave lmαβΦ  will change only the terms in the 

expressions for the electromagnetic fields that are proportional to α ; the right-hand sides 
of (66) will remain the same.  However, the potentials V, V can vary by finite quantities.  

In order to see that, take an example.  First set: 
 

− b″ + b′ + 2 (l + 1) a = 0, 
 
which expresses the idea that the scalar potential is zero.  The radial function 

1
3 1 0( ) / 2l liF G h cπµ+

+ −+  that appears in the vector potential will then have a “finite” 

coefficient; indeed, it is equal to: 

2
0( )

hc

i W cπ µ−
a f+ . 

 
 Moreover, one will see that with the condition (67), one will have: 
 

H = − 
2 iW

hc

π
V. 

 Now set: 

a + 
2

0
2

0 2 1

W c b b a

W c l

µ
µ

′ ′′+ − +
− +

= 0, 

 
which expresses the idea that 1

3 1
l liF G +

+ −+  is identically zero.  In that case, the scalar 

potential will no longer be zero; it will be equal to: 
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2
0( )

hc

W cπ µ+
(2l + 1) a g. 

 
 However, the fields (66) are the same in both cases.  A certain indeterminacy in the 
potentials then persists in the theory of the photon that corresponds to the well-known 
indeterminacy in Maxwell’s theory.  That indeterminacy will be removed when the terms 
in the fields that are proportional to µ0 c

2 / W lead to measurable consequences.  We have 
seen that in order to obtain the theorems (69) and (64), we had to impose the condition V 
= 0.  That condition determined an electric spherical wave lm

αβΦ  completely, but it is not 

also certain that it is essential.  Indeed, the theorem on the proper values (44), which is 
more fundamental than (61) and (64), does not require the annulment of the scalar 
potential.  Rather, it seems that it is only by a study of the phenomena of the production 
of electromagnetic waves and the interaction between photons and electrons that these 
problems can be solved in a satisfactory manner. 
 The case of a magnetic spherical wave is treated in an analogous fashion.  Thanks to 
the correspondence that exists between the expressions for the electromagnetic fields of 
electric and magnetic spherical waves, it is no longer necessary to redo the calculations.  
Here, one necessarily has V = 0.  Therefore, not only the fields, but also the vector 
potential, will depend upon a single constant C, up to terms of order µ0 c

2 / W. 
 
 Multipole waves. – The spherical waves for which the constant C is non-zero are 
referred to in particular by the name of multipole waves. That term is justified by the fact 
that the real parts of the fields thus-obtained will be the multipole fields of Maxwell’s 
theory, up to terms of order µ0 c

2 / W. 
 We point out that the expressions that are obtained here from multipole waves differ 
from W. Heitler’s expressions not only by the consideration of the wave functions Φαβ 
and non-Maxwellian quantities and the proper mass µ0 of the photon, but also by the use 
of the radial functions F and G, which seem to simplify the formulas.  Finally, unlike 
Heitler, we do not annul the scalar potential. 
 
 Remark. – The case in which C = 0 merits attention.  For an electric spherical wave, 
the hypothesis C = 0 defines a zero magnetic field, an electric field that is proportional to 
µ0 c

2 / W, a vector potential, and a scalar potential that is proportional to h / µ0 c.  The 
products of a component of the field with a component of the potential will then be 
“finite.”  It will result, in particular, that the density ρ will be finite (i.e., non-zero as µ0  
→ 0).  Inn other words, the fields of order µ0 c

2 / W correspond to a “finite” current-
density vector.  The states of the photon that are characterized by C = 0 must then be in 
the same class as the non-Maxwellian states whose existence in vacuo is doubtful.  Note 
that the case in which l = 0, which was not considered up to now, has that type, because 
the two constants b′ and b″ will be zero then. 
 

______________ 



 

CHAPTER VII 
 

STUDY OF THE INTERACTION BETWEEN  
AN ELECTRON AND A PHOTON  

 
 

 1. Wave functions of the electron and the photon. – The coordinates of the electron 
and the photon with respect to an inertial trihedron (called fixed) are X 1 ≡ X, Y 1 ≡ Y, Z1 ≡ 
Z and x1 ≡ x, x2 ≡ y, x3 ≡ z, respectively.  The clock that is attached to that inertial 
trihedron will display the time τ. 
 The Dirac Hamiltonian operator, which was defined in § 7 of Chapter IV [IV, (65)], is 
now written: 

Hd ≡ 
3

1 2j jj
j

h e
c

i X c
α

π=

∂ + ∂ 
∑ V  + e V + α4 m0 c

2.  (1) 

 
 Recall that V and V are the electric and magnetic potentials, resp., of the non-

luminous Maxwellian field in which the electron is found.  We shall consider only the 
case in which the non-luminous field is independent of time τ ; Vj and V will then be 

functions of X, Y, Z. 
 As in [IV, (66)], the complete system of the functions f n (X, Y, Z) will be such that: 
 

dH nfγ = n nE fγ   
1,2,

1, ,4,

n

γ
=
= …

    (2) 

with 

( ) 1,

( ) 0, for .

n n

n n

f f dX dY dX

f f dX dY dX n n

γ γ
γ

γ γ
γ

∗

′∗

 
=  

  


  ′= ≠  
  

∑∫∫∫

∑∫∫∫

E

E

   (3) 

 The function: 

( , , , )
n
X Y Zτψ  = 

2

( , , )

ni
En h

X Y Zf e
π τ

     (4) 

 
will then represent the state of an electron of energy En.  In a general fashion, the state of 
the electron that is placed in the field V, V will be defined by the sum or series: 

 
ψ = n

n
n

a ψ∑ ,      (5) 

 
in which the an are constants.  We normalize them, so: 
 

2| |n
n

a∑ = 1.      (6) 
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 For ease of notation, we likewise write the complete system of functions pgαβ (x, y, z) 

of the photon in the form of a denumerable sequence (1).  By definition, the pgαβ  satisfy: 

 

( ) ( )

( ) ( )

1,2,
(H H ) ,

, 1, ,4

(H H ) 0.

a b p p p

a b p

p
g E g

g

αβ αβ

αβ

α β
= 

+ = = 
− = 

…

…   (7) 

 
 Those functions are normalized and orthogonal: 
 

4 4

4 4

( ) 1,
2

( ) 0, for ;
2

p p

p p

g g dx dy dz

g g dxdy dz p p

αβ αβ
α β

αβ αβ
α β

∗

′∗

 + =  
  


 + ′= ≠  
  

∑∑∫∫∫

∑∑∫∫∫

E

E

A B

A B
  (8) 

 
the integration extends over the entire space E of the variables x, y, z. 

 The functions: 

p
αβΦ (x, y, z, τ) ≡ pgαβ (x, y, z) 

2 pi
E

he
π τ

     (9) 

 
then represent the state of an un-annihilated photon of energy Ep. 
 The annihilation solution is [V, (8′)]: 
 

(0)
αβΦ  = λ (α4)αβ .     (9′) 

 
As we explained already in [V, (8′)], the constant λ is introduced for dimensional 
reasons, but it plays no essential role.  One has [V, (6)]: 
 

(H(a) + H(b)) (0)
αβΦ  = 0.     (10) 

 
 In a general fashion, the state of the photon will be defined by the sum or series: 
 

Φαβ = (0)
0

p
p

p

b bαβ αβΦ + Φ∑ ,  p = 1, 2, …,   (11) 

 
in which the bp, b0 are constants.  We also write: 
 

Φαβ = b µ
µ αβ

µ
Φ∑ ,  µ = 1, 2, …   (12) 

 
                                                
 (1) To that end, one must be able to suppose that the photon is found in a finite volume; for example, in 
a cube of volume L3.  That is a hypothesis that one frequently makes. (See, for example, [25], pp. 41.) 
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 We normalize them; hence: 
2| |bµ

µ
∑ = 1.     (13) 

 
Having done that, the state of an electron of energy En and a photon of energy Ep, when 
envisioned simultaneously, but not taking the interaction into account, will be represented 
by the products: 

pn
αβγΨ (x, y, z; X, Y, Z; τ) = p

αβΦ (x, y, z; τ) n
γψ (X, Y, Z; τ) .  (14) 

 
 When the photon is annihilated: 
 

pn
αβγΨ (X, Y, Z; τ) = (0)

αβΦ n
γψ (X, Y, Z; τ) .   (15) 

 
 In a general fashion, when one neglects the interaction, the state of the electron-
photon system will then be defined by: 
 

Ψαβγ = (0)
0

p n n
pn n

p n n

c cαβ γ αβ γψ ψΦ + Φ∑∑ ∑ , p, n = 1, 2, …,  (16) 

or 
Ψαβγ = n

n
n

c µ
µ αβ γ

µ
ψΦ∑∑ ,  µ = 1, 2, …,  (16′) 

 
in which the cµ n are constants.  More especially, one can suppose that: 
 

Ψαβγ = n
n

n

b aµ
µ αβ γ

µ
ψ

  Φ  
  

∑ ∑ ;    (17) 

hence: 
cµ n = bµ an      (18) 

and 
| cµ n |

2 = | bµ |
2 | an |

2.     (18′) 
 
 By virtue of (6), (13), and (18), one will have: 
 

2| |n
n

c
µ
∑∑ = 1.     (19) 

 
 In the convenient language of the calculation of probabilities, (18′) expresses the idea 
that the probability of finding the electron-photon in the state (n, µ) is equal to the 
product of the probabilities of finding the electron in the state (n) and the photon in the 
state (µ).  It is natural to assume that this property must be realized, which will lead one 
to accept that the Ψαβγ must have the form (17).  However, (18) will not be used in what 
follows. 
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 2. Transitions caused by interactions. – In Chapter IV, § 7, we saw that the study of 
the interaction between light and electrons consists essentially of the study of the electron 
transitions that are caused by the light wave.  That problem is now transformed into the 
study of the interaction between a photon and an electron.  This time, the perturbation 
that is due to the interaction will have the effect of stimulating transitions in the electron-
photon system (16).  The general form of the argument will then remain the same as in 
IV, § 7; see remark b.  The cµ n become functions of time τ that must satisfy the variational 
equation: 
 

, ,

1
conj.

2 2n n n n n n
n n

h d
c I c

i dµ µ µ µ µ µ
µ µ

δ δ
π τ

∗
′ ′ ′ ′ ′ ′

′ ′

  − +  
  

∑∑∑∑∫ dτ = 0,  (20) 

 
as in IV, (86), in which δµn, µ′n′ is equal to unity for µ = µ′ and n = n′, and it is zero in all 
other cases. 
 In (20), I is the interaction energy operator, and Iµn, µ′n′ are the elements of the matrix 
of that operator in the system of proper functions (14). 
 It remains for us to determine the operator I.  We suppose that this operator has the 
form: 

I = I (a) + I (b),      (21) 
 

like all of the main operators of the theory of the photon. 
 In Dirac’s theory, where the light field is a Maxwellian electromagnetic field, we 
have seen [IV, (72)] that the interaction is represented by: 
 

3
( ) ( )

1

l l
j

j

e Vα
=

 
+ 

 
∑ V ,     (22) 

 
in which V (l) and V (l) are the vector and scalar potentials, resp., of the Maxwell field 

considered. 
 The interaction operator of the theory that is being presented is obtained by replacing 
the electromagnetic potentials in (22) with operators.  Those operators are not the 
matrices: 

− K 4 4

2

+A B
,  K ·

1 1

2

+
    (23) 

 
that L. de Broglie associated with the potentials; we shall see the reason for that later.  
We shall show that one must take (1): 
 

                                                
 (1) K′ = K / λ; see formula (9′).  
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3
( )

1

3
( )

1

1
( ) ( ) ( ), ( )

2 2 2 2

1
( ) ( ) ( ). ( )

2 2 2 2

ja
j

j

jb
j

j

K K
I e x X y Y z Z a

K K
I e x X y Y z Z b

α δ δ δ

α δ δ δ

=

=

 ′ ′
≡ ⋅ − − − −  

  


 ′ ′  ≡ − + − − −   
   

∑

∑

A

B
 (24) 

 
 The product δ (x – X) δ (y – Y) δ (z – Z) of three Dirac functions expresses the fact 
that the interaction will take place only when the coordinates X, Y, Z of the electron and 
those x, y, z of the photon are identical at the same instant τ.  The matrices (23) lead to an 
operator I (b) of the opposite sign to (24.b).  Recall that according to L. de Broglie, the 
photon is composed of the fusion of a Dirac corpuscle and its corresponding anti-
corpuscle; I (a) relates to the Dirac corpuscle, and I (b) relates to the anti-corpuscle.  One 
can make the change of the sign that is introduced when one passes from (24.a) to (24.b) 
more plausible by some considerations that are based upon those remarks.  However, the 
necessity of the change of sign is seen clearly in the expressions for the elements of the 
matrix Iµn, µ′n′ . 
 Conforming to the general definition [V, (20)] of the matrix elements of the theory of 
the photon, one has: 
 

Ipn, p′n′ = 
( ) ( )

4 4( )
2

a b
n p p nI I

dX dY dZ dx dy dzψ ψ′ ′∗ +⋅ Φ Φ∫∫∫ ∫∫∫E E

B A
,  (25) 

 

I0n, p′n′ = 
( ) ( )

(0) 4 4( )
2

a b
n p nI I

dX dY dZ dx dy dzψ ψ′ ′∗ +⋅ Φ Φ∫∫∫ ∫∫∫E E

B A
, (26) 

 

I  pn, 0n′ = 
( ) ( )

(0)4 4( )
2

a b
n p nI I

dX dY dZ dx dy dzψ ψ ′∗ +⋅ Φ Φ∫∫∫ ∫∫∫E E

B A
. (27) 

 
 As we are currently doing, we have omitted the indices α, β, γ and the summation 
signs over those indices from formulas (25), (26), and (27). 
 In addition, one has: 

I0n, 0n′ = 0,      (28) 
 
with one or the other of the two definitions [V, (16)] or [V, (20)]. 
 By virtue of the definitions (24) of I (a) and I (b), and upon using the definition [V, 
(23)] of the electromagnetic potentials in the theory of the photon, one will get: 
 

I0n, p′n′ = ( ) ( )
2

n n p n n p
j j

j

e
dX dY dZ Vψ α ψ ψ ψ′ ′ ′ ′∗ ∗ 

⋅ + ⋅ 
 
∑∫∫∫ � �

E
V ,  (26′) 

 

Ipn, 0n′ = ( ) ( ) ( ) ( )
2

p n n p n n
j j

j

e
dX dY dZ Vψ α ψ ψ ψ′ ′ ′∗ ∗ ∗ ∗ 

⋅ + 
 
∑∫∫∫ � �

E
V .  (26′) 
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 One now sees why we have taken the expressions (24) for I (a) and I (b).  Thanks to 
(24), one will recover some matrix elements in (26′), (27′) that are comparable to the 
matrix elements In, n′ of the classical Dirac theory [IV, (77)].  Nevertheless, the elements 
of Chapter IV, § 7 are not identical to (26′) and (27′).  They differ in two ways: In [IV, 
(77)], the potentials were real, whereas here they are complex; in addition, one will note 
the presence of the factor 1/2 in (26′) and (27′), which did not figure in [IV, (77)].  The 
meaning of those two differences is shown by the example in which the real wave is a 
monochromatic, plane, Maxwellian wave that is polarized rectilinearly.  One can write: 
 

V3 = Vz = a cos ω 
x

t
c

 − 
 

,    (29) 

 
or, what amounts to the same thing: 
 

Vz = ( ) ( )/ /

2
i t x c i t x ca

e eω ω− − − +  .    (29′) 

 
 Now, the action of the wave on the electron decomposes into precisely two parts, as is 
shown by (29′).  In the phenomenon of absorption, only the term: 
 

( )/

2
i t x ca

eω −  

intervenes. 
 In the theory of the photon, the complex potential that corresponds to (29) is: 
 

( )/

2
i t x ca

eω − . 

 
 In order to see that it is I0n, p′n′ that plays the role here of the In,n′ in the classical theory 
[IV, (77)], it will suffice to compare equations (37) (see below) with equations [IV, 
(78′)]; one will then understand the necessity of the factor 1/2 in (26′). 
 The matrices Iµ n, p′n′ are defined completely by (25), (26), (27), and (24).  Now take 
the variational principle (20); i.e.: 

dδ τ∫L = 0,     (30) 

with: 

L ≡ , ,

1
conj.

2 2n n n n n n
n p n

h d
c I c

i dµ µ µ µ µ µ
µ

δ
π τ

∗
′ ′ ′ ′ ′ ′

′ ′

  − +  
  

∑∑∑∑ . (31) 

 
 The Lagrange equations of (30) are: 
 

n n

d

c d cµ µτ∗ ∗

∂ ∂−
∂ ∂ ɺ
L L

= 0,     (32) 

with 
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ncµ
∗ɺ  = ndc

d
µ

τ

∗

, 

and the conjugate equations: 

n n

d

c d cµ µτ∗ ∗

∂ ∂−
∂ ∂ ɺ
L L

= 0,     (33) 

with 

ncµɺ  = ndc

d
µ

τ
. 

 
 Explicitly, equations (32) are written: 
 

, .
2 n n n n

n

h
c I c

i µ µ µ µ
µπ ′ ′ ′ ′

′ ′
=∑∑ɺ     (34) 

 
 Equations (34) imply the electron and photon transitions that are stimulated by their 
interaction; they are represented by the operator I. 
 
 
 3. Conservation law. – By virtue of equations (34) and their conjugates, one has: 
 

2| |n
n

d
c

d µ
µτ

 
 
 
∑∑  = 0,    (35) 

 The verification is immediate. 
 Thanks to (35), if the condition (19) is satisfied at an initial instant then it will be 
satisfied at any instant.  That condition has a simple physical meaning: It means that the 
electron-photon system will certainly be found in one of the states (µ n) at any instant. 
 
 
 4. Case of Maxwellian waves. – At this point, the most interesting case is the one in 
which the waves Φp are Maxwellian; i.e., all non-Maxwellian quantities that are 
associated with the Φp are zero.  Upon referring to [V, (75)], one will then have: 
 

Iµ n, p′n′ = 0.     (36) 
 
All of the matrix elements that correspond to the passage of the photon from the state p′ 
to an arbitrary (un-annihilated) state p are then zero.  Equations (34) then become: 
 

,0 0

0 0 ,

, ( )
2

. ( )
2

pn pn n n
n

n n p n p n
p n

h
c I c a

i

h
c I c b

i

π

π

′ ′
′

′ ′ ′ ′
′ ′

= 


=


∑

∑∑

ɺ

ɺ

   (37) 

 



116 Chapter VII – Study of the interaction between an electron and a photon. 

 These equations account for the elementary phenomena that consist of the interaction 
of a Maxwellian photon and an electron.  They are known, but they were obtained by 
methods that are sharply different from ours, in that they are more complicated and 
utilize the quantum theory of the electromagnetic field (1).  In Chapter IV, § 7, we made 
some remarks on the subject of those methods. 
 

__________ 

                                                
 (1) For example, see [24], pp. 237, et seq., and [25].  The case of a system of n photons (both 
annihilated and not) in interaction with an electron is treated by using the wave mechanics of a system of 
photons.  One will recover the results of those other theories when one makes n tend to infinity. 
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