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First treatise.
1.

In a treatise that was read to the Berlin Academyaieith others, in 1814-1815, Pfaff
showed how one could integrate any equation of the form:

X1 0%y + X0 0% + ... +Xon 0Xon = 0,

whereXy, Xz, ..., Xon are arbitrary functions of;, xo, X3, ..., Xon, Dby means of a system of
n equations, so the problem of integrating partial diffee¢ equations of first order in
variables is only a special case. To that end, he ssgied — 1 of the variableg;, x,,
X3, ..., Xon IN terms of the remaining ong and 2 — 1 new quantities variabl@s, ay, as,
..., &n-1, Where thesey, ay, as, ..., -1 are certain functions of;, xz, Xs, ..., Xon. After
such a substitution, the equation:

X10X1 + X0 0% + ... + X500 0%n=0
is always converted into another one of the form:
U 0oxm+Ai0a; + Apdap + ... +Aon-1 0agn-1=0,

whereU, A, Ay, ..., Aona are functions ok, as, a, as, ..., axn-1. Pfaff determined the
functionsay, ap, as, ..., an-1 In such a way that) = 0 andxy entered into the quantities
A1, Az, ..., Aona Only in a factor that was common to all of themone divides by it then
one has converted the given equation into another ohésthemilar, except that it only
involves 21 — 1 variablesy, ay, as, ..., an1. Since this process is possible only for an
even number of variables, one cannot further convemt theo an equation in onlyn2- 2
variables in the same way. Pfaff then set one oktthasables equal to a constant, and
then once more converted the equation in the remaimnrg3variables into another one
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in only 2n — 3 variables, one of which he again set equal to aamnsnd proceeded in
that manner until he came to an equation in only 2 variablesse integration gives the
lastn™ equation with the™ arbitrary constant.

Pfaff then further showed, in a similar way, how thdsags happened for partial
differential equations such that one could, from suabltion withn arbitrary constants,
derive other solutions with arbitrary functions. N&mene imagines that theintegral
equations have been brought into the form:

Fl:Cll FZZCZ, ERE] Fn:Cn,

whereC,, C,, ... C, are arbitrary constants aré,, F», ... F,no longer include them. If
one now thinks of the quantiti€%, C,, ... C, as variables then one must have that by
means of the equations:

Fl:Cll FZZCZ, ey Fn:Cn,
the expression:
X1 0%y + X0 0% + ... +Xon 0Xon
can be converted into another one of the form:

Ki0Ci +K,0C, + ... +K, 0C,,

because this expression must vanish wbgrc,, ... C, are set equal to constants. In an
identical way, one must then have:

X10X + X0 0% + ... +Xon 0%on =K1 0C1 + K, 0C, + ... +K,,0C,.

However, this expression does not vanish merely whersets-;, F;, ..., F, equal to
constants, but also when one makesf the quantitied=;, F,, ..., F, take the form of
arbitrary functions of the remaining one®.g.,Fi, F2, ..., Fm as functions oFy:1, Fmea,
..., Fn = from which:

KidF1 +Ks0F> + ... +K, 0F, =M1 0F1 + Mo 0F o + ... +K,, 0F,,
and then appends the equations:

|_|1: 0, |_|2: 0, Ceey rln_m: 0.
If one sets:
Fl = ¢/1(Fm+1, Fm+2, ceny Fn),
F2 = ¢/2(Fm+1, Fm+2, ceny Fn),

Fm = wm(Frm-la Fm+21 ey Fn)
then one obtains:
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|_|1 = Kl[aale j+,..+ Km{gg/m j+ Km+1’

m+1 m+1

M, :Kl[aale j+...+ Km{aalzﬂj.{. Km+2,

m+2 m+2

oy oy
Mn-m =K Li+.-+K T+ K,
o 1[6Fj m(aFnj "

and the given equation:
X10X1 + X0 0% + ... +Xon 0Xon = 0,

will also be integrated by means of the system efuations:

Fl = ¢/1(Fm+11 Fm+21 ey Fn),
F2 = %(Frm-l, Fm+21 ey Fn),

Fm = wm(Frm-la Fm+21 ey Fn),

One finally obtains a solution when one sets:
Kl = 0, K2 = 0, ...,Kn = 0,

which, along with the one in which one s&ts F,, ..., Fn equal to arbitrary constants,
defines, in a certain sense, the two extreme casesahaspond to the so-called singular
and complete solution of the partial differential equagj although the remaining ones
correspond to the so-called general solutions. All e$¢hsolutions have a well-defined,
distinct character when compared to the other onespaa can never, e.g., obtain the
original solution withn arbitrary constants when one chooses the arbituastibns to be
functions withn constants. Pfaff gave only the solution that oneiodtahen one makes
one of the functionk, F, ..., F, take the form of a function of the remaining ones.

2.
One sees from the foregoing that everything comes dowa general method of
determining the functionsy, ay, ..., ax-1 In every case, which we would like to
undertake with Pfaff's guidance.

Therefore, let the equation:

0=X10x1 +Xo0% + ... +xanp
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be given. Lety, ay, ..., ap be certain functions of xi, X, ..., X, and one thinks of them
as being expressed in termsxafxy, ..., X, andx. With that assumption, | will denote
the partial differentials with respect to tkeay, a,, ..., &, without brackets, such that,

o () 2] 2 )

The given equation:
0 =X0OX+ X1 0%x1 +Xo0% + ... +Xanp

is then converted into the following one:

0=Udx+A day+Ap 03 + ... +A, day,

where:
ax
U=X+ Xla_xl+)(2%+ 4+ X —P
0X 0X P ox
6x
A= oy, %epix e
03 0a, 0a,
0x
po= X e, %o ax P
0a, aa2 oa,
A= X Pax, 6x2 -+xp%.
aa aa aap

One first sets:

ax
U= x+xaxl+x P pot X, =2 =0,
b ax 2 ox P ox

In order forx to enter intdA, A, ..., A, only by way of a common factd, moreover,
one must have:

1A _ 19 _10A_ 10U
A ox A 0Xx A, ox U ox
or:
dlogA _ dlogA _ _0dlogA, _ dlogu
ox ox ox ox
Now, let:
A:Xla—X1+X2%+---+X %
oa oa P 0a

an expression from which one obtain the variouse&bfA,, A;, ..., Ay when one seta
equal toay, &, ..., & in sequence, so one has:
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2

aA de&+%d&+...+%gax_p +X, ale +X, 62X2 +.+ X aXp.
9x ox oa 0x da ox o0a Y9adx ~ ’aadx P 0adx

However, it follows from the equation:
0=X+ Xla_xl+x26x2+ + X, =,
0x 0x 0x

when one differentiates it with respectaahat:

Xy

2 2
Xl +X, 6X e+ X axp =— a_x+%&+ . X [_)ai
! dadx aaax P 0adx da oOa o0x da 0x

One now has:

0%, 9% 0K, O, 0K, 0%,
0Xx 0Oda O0x o0a 0oxXx oOa

2 (9K) X 9K
da |\ Ox axl ox, ) 0X
L 9% (axj Xy | 9%, | 9X, [-lai
aa 0X ax1 0X ox, | ox
0%, [ 0X | [ Xy | 9%, [ 09X, | 0%, X, | 9%
+ + +| —2 oot
da || 0x, ox, ) ox | 0%, ) OXx axp ax

The difference of both expressions give%é. If one sets, for brevity,
X

oX 0X
Z |-| —= | = (a, B), where one then hag&,(5) + (5, a) =0, and e.g.:

0, 0x,
©0.1)= [axj [22)
0X, 0X
then one obtains:

0A

o0x

0
Mo * + 1,222+ 1,304 (1p T2
oa 0X 0x 0X



Jacobi — On the Pfaffian method of integration. 6

%{(2,0)+ 220%+ ++ 2,375 4.4 (2p )aX—P}
a 0X 0X 0

x

0
+ 2% {(3, 0)+ 31028+ 3,222+ *+.v 3p )_Xp}
da ox ox

ox
0x
+_p{(p,0)+(p,1)a_xl+(p’2)%+ ............... + *}.
oa 0x 0x
If one setsa equal toa;, a, .... & in sequence then one obtains the various
0A oA OA . _
expressions f0|a; T o Now, no matter which of the expressi@say, ....
X OX X
ap one sets equal to, one always haas— U BGL N A, when one setal gU =N, for
0x
brevity, or:
X,
OA = 94 iy, + o oK, 4+ 22 INK,
x o0a oa oa
ox, X,
which will be the case whenever the coefﬁments—& ..., — are equal to both

oJa aa oda

. A . . .
of the expressions that were found %{ respectively. One thus obtains the equations:
X

0% 0%,
NXp=10) + * +@2—= +- +@Lp)_,
0x 0x

0% 0%,
NX,=(2,0) + (2,12 + * +...+(2p)r—>,
0X 0X

pr: (p’0)+(p11)?9_X1+ (p,2)aﬁ+...+ *
X oX

- : ax  0x, X,
If one multiplies these equations bgL —=, ..., —, resp., and adds them then one
X 0X 0x
obtains:
0X, 0x (04 0X 0X
NIX =2+ X, =2+ + X, = (@10 + 2,0, 2++ (p,0) =,
{ Yox % ox ax} ( ) ( Ox ® Ox

in which one has suppressed the remaining ternsnoe:

0= x+xaxl+x Popax 2o
b ax 2 ox Poax



Jacobi — On the Pfaffian method of integration. 7

one obtains the equation:

0X
Nx= 002+ 0,222 4.+ (0p Y22 .
0x 0x 0x

In this way, one obtainp + 1 linear equations between thet 1 unknown quantities
N 9% 0x,

"ox | ox T ox
Therefore, everything has been reduced to megddfions between the derivatives

0x

with respect t, namely,a—xl, % oy —2
oxX 0x 0x

. One now realizes that when one finds the

%
ox
desired functionsy, a, ..., 8 are the functions that will be set equal to pharbitrary
constants in the integration of the equations:

Vv 0x
valuesﬁ, ﬁ ..., — from the equations presented fg)lcé .., —=, resp., the
V V \% 0x 0x

OX:10X1:0%2 ... :0% =V:iVi:Vo: ..V,

or:
X _V 0%V, 0%V,
ox V' ox V' Toax V'

which was required. If one thus finds the valué¥/oVs, Va2, ..., V, from thep + 1

equations then the integration of the equations:
OX:10X1:0%2:...:0% =V:iVi:Vo: ..V,

give the desired functiores, a,, ..., ap.

3.

. . % 0x, X,
The equations by which one must look o T ok are a consequence of
X 0X

the foregoing when one multiplies themadxy

NXox=  * +(0,1)0x +(0,2)0x,+---+ (0,p Px .
NX0x=(1,00x,+  * +(1,20x,+---+ (L,p Px, ,
A NX,0x = (2,00x+ (2,1px, +  * +---+ (2,pPx,

praX:(p,O)aX+ (p,1Px + (p,2Px, +---+ *

If one finds from these equations that:
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NV _0dx
Ox = Nvax, 5 l_Nvax, Y
A A A

then one will have:
OX 10X :0% @ ....0% =V:ViiVo:i...1V,.

One further obtainsl = A / V.

Equations (A) have very remarkable properties. It isatdtaristic of them that the
vertical rows of coefficients are precisely the nagaof the horizontal rows; therefore,
the terms in which the'” horizontal row and thel" vertical row agree will vanish as
will clearly be the case for the stars that one findtie diagonals. From this property, it
then follows thaip + 1 — i.e., the number of variablgsxi, X, ..., X, — must be an even
number. It is, in fact, known that for any systerm@&quations im unknown variables,
one must see whether the common denominator of thesvafuge unknowns — which
Gauss referred to by the namedeferminant in his Disquis. Arith. — can vanish. That
would be a sign that the systemrotquations cannot exist, provided that perhaps no
equation of condition is found between the constantsiégns of which the™ equation
is a consequence of tine- 1 remaining equations. Now, this remains unchangéakin
known algorithm by which the determinant is constructed wbaea switches the
horizontal rows and vertical rows of the coefficiemtgh each other. Now, for our
special case, if we denote the determinaniAbyhen it will follow thatA = (-1)°*'A,
since every term in the determinant is a produgh ef1 coefficients, each of which is
converted into its negative under the exchange of hat@atand vertical rows. However,
this equatiom = (-1)°*'A can exist only whep + 1 is an even number, provided that
one does not have = 0.

I will now develop some special cases.

Forp + 1 =4, one obtains:

vV = * +(2,3X1 + (3, )Xz + (1, 2)X3,
Vi =(3,2)X+ * + (0, 3%z + (2, 0)X3,
V2 =(1,3)X+(3,0X; + *  + (0, 1)X3,

(1, 3)X+ (3, 0% + (L, 0% +  *
=(0, 1) (3, 2+ (0, 3) (2, 1) + (0, 2)(1, 3).
Forp + 1 = 6, when one denotes the expression:
(1, 2)(3, 4) + (1, 3)(4, 2) + (1, 4)(2, 3)

by (1, 2, 3, 4), for brevity, and forms the similar exp@ssiof this type, one obtains:

Vo= * +(2,3,4, % +(3,4,5 1% + (4,5 1 2K+ (5 1,2, 3%+ (1, 2, 3, 4Xs ,
Vi =(3,2 4, 5K+  * +(4,3,5 0, +(5 4,0, 2K + (0, 5, 2, 3% + (2, 0, 3, 4Xs ,
Vo =(1,3,4,5K+ (3, 4,5 0%+ * +(4,5,0 K+ (5 0,1, 3%+ (0, 1, 3, 4Xs,
Vs =(2, 1,4, 5K+ (4,25 0%+ (5,40, 1% + * +(0,5,1, X+ (1,0, 2, 4Xs,
Vi =(1,2 3 5K+ (23,5 0%+ (35,0, 1% + (5, 0,0, 2X; + * +(0,1,2,%,
Vs =(2,1,3, 4K+ (3,2 4,0% + (43,0, 1% + (0,4, 1, 2% + (1, 0, 2, 3K, +
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In order to specify the general procedure for theseesgmns, | will say that one
runs through a kind of cycle, in which one sets the mizaeelements 0, 1, 2, ..p of
which it is composed equal to:

0, 1,23, ...p1,0p,
1, 2,3,4,..p, 0O,
2, 3,4,5 ..0 1,
p-1,p, 0,1, ....p-3,p2,
p, 0,1,2,..p2,p-1,

in succession.

As one can see from the last example, one thusnshitae expression that is equal to
Vm from one of its terms when one runs through the cyafier one has omitted the
numberm from the number sequence 0, 1, 2,p,.where we remark that one also had to
do the same thing with the indexXf One thus obtains from the term (3, 2, 4X&)n
the expression that is found ¥, the remaining ones when one replaces 0, 2, 3, 4, 5
with 2, 3,4,5,0; 3,4,5,0, 2;4,5,0, 2, 3;5,0, 2, 3, 4, ioession. Furthermore, one
always obtains from all of the expressions found\Mgrthe ones that follow fo¥.1
when one sets 0, 1, 2, 3, .pequalto 1, 2, 3, ..p, O, resp., and replaces the first two
elements in them with a bracket. When one replacés®, 3, 4, 5 with 1, 2, 3, 4, 5, 0,
resp., one then obtains from the term (1, 0, Zs4h V3, the term (2, 1, 3, 5, and when
one replaces the first two elements in (2, 1, 3, S)teima (1, 2, 3, 5X, which is the first
term in the expression found 9 .

What still remains for us to do is to give the congtouncof a typical element, such as
(1, 2, 3, 4). If one sets the coefficients@fin V equal to (2, 3,4, 5,..p—1,p)forp+ 1
elements then (2, 3, ..p) will consist of 1x 3x 5x...x p— 2 terms. The first of them
will be:

(2,3)14,5)16,7) ... o—1,p).

From this, one construcps— 2 more, when one lets the last 2 elements 3, 4, ..p
run through a cycle. From each of thpse2 terms, one construgbs- 4 more when one
lets the lasp — 4 elements 5, 6, ..p run through a cycle, etc., until finally the last three
elementg — 2,p — 1,p run through a cycle. In this way, one obtains, e.g.:

(2,3,4,5,6,7) =

(2, 3)[04, 506, 7) + (2, 3114, 6)LU7, 5) + (2, 3)(4, 7)L15, 6)
+(2, 445, 6)U7, 3) + (2, 4X15, 7)[A3, 6) + (2, 4)15, 3)[16, 7)
+(2, 506, 7)U3, 4) + (2, 5X16, 3)[(4, 7) + (2, 5)16, 4) (7, 3)
+(2, 6)[{7, 3)U4, 5) + (2, 6)(7, 4)[15, 3) + (2, 6)(7, 5)13, 4)
+(2, )O3, 4)L05, 6) + (2, 7Y13, 5)[16, 4) + (2, 713, 6)[14, 5).

If p+ 1 is an odd number then we have seen that one nusstsahave an equation of
condition in order for the equations (A) to be possilewhen one wishes that the
equation:

O0=X0OX+X10x1 +Xo0% + ... +Xanp
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should produce a similar equation in omlyariables. Fomp + 1 = 3, this condition
equation becomes:
X(1, 2) +X31(2, 0) +X»(0, 1) =0,

which is the desiredonditio integrabilititatis.
Forp+ 1 =25, it becomes:

X(1, 2, 3, 4) (2, 3, 4, 0) (3, 4, 0, 1) Xa(4, 0, 1, 2) #X4(0, 1, 2, 3) = 0.

In general, ifp + 1 is an odd number then it becomes:
2. X(1,2,3,...p) =0,

where one forms all of the terms in the aggregateigiggnoted by thg, from X(1, 2, 3,
..., p) when one lets 0, 1, 2, .p,run through a cycle. This is then the condition equatio
for the equation:

0=X0OX+X10x1 +Xo0% + ... +Xanp,

wherep is an even number, to be integrated by means of ansysi@2 equations.

The presentation and treatment of equations (A) in thgaet and completely
symmetric form that was given here is the peculiaaibg the actual purpose of this
treatise. Therefore, for the sake of logical cantin the rest of the Pfaffian method must
be briefly presented. These equations have a high degsilarity with the ones of
the known type in which the horizontal rows and verticals of coefficients are the
same, which one encounters in many analytical investigmt- among others, the
method of the least square. In the expressions thet¢ feend forV, Vi, etc., the
horizontal rows and the vertical rows of the coédits of X, X;, etc., are again the
negatives of each other, just as both rows are agaisame in the results that give the
solution there. If one applies the algorithm that Gaase in his treatise on the elliptic
elements of Pallas to our system then one sees Immwvcan always eliminate two
guantities at once with great ease, and how the new egsatvhose number is less by
two, again take on the same form. This makes it p@sfblone to be able to solve such
a system of equations with great rapidity.

Addendum. After the conclusion of this treatise, | agtad that the equations to
which Lagrange and Poisson arrived in their celebrated paperthe variation of
constants in the problems of mechanics define just sylstam as we have discussed
here more closely. (See the™&olume of the polytechnic journal, pp. 288-89.) Since
the Pfaffian method likewise rests upon the variationcofstants, this system of
equations seems to particularly emerge from the methtietofariation of constants.

The 14" of August, 1827.



