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On Pfaff's solution of the Pfaff problem

By A. MAYER in Leipzig

Translated by D. H. Delphenich

The way that Pfaff adopted for the integration of qmegion of the form:
Xedxg + Xodxo + ... + Xndxm=0

rests upon the repeated application of one and the samsfammation, which can be
expressed by the following problem:

Determine X1, X2, ..., Xm @s mutually independent functions of m new variablest, a-,
..., Gmthat give identically:

l. Zm:xhdxh :iZm:Aidai,
h=1 N =

where N isa function of t, a», ..., am , but the quantities A, ..., Ay are functions of just
0’2, saay am y

and it is necessary for the entire constructiothefPfaff method, as well as the general
applicability of the Pfaff method, that this prolmies always soluble for an evean,
while, in general, no solution is allowed whenis odd. Neither the one case nor the
other one has actually been proved up to now.

Namely, as far as | can see, it will always beuassd that the so-callefirst Pfaff
system of ordinary differential equations by itself aldgasuffices to solve the problem.
However, this is correct only as long as the sketemminant that is defined from the
elements:

ox, OX,

Qiy=——
X ox,  Ox

does not vanish (a case that will generally be idensd exclusively, as a rule). The goal
of the present note is to show this, as well aplaxe the Pfaff method on firm
foundations, and everything that does not seem ohatedy necessary for this purpose
has been left aside, while in line with the deso€found the method in an absolutely
clear manner, perhaps one might excuse the presémceirely too much rigor in regard
to some other points, namely, the ones that onenamlty considers to be self-
explanatory. —

The requirement (1) first leads to the condition:
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(1) B=) xha_xh =0,
and likewise gives the following values for the:
(2) Z NX, =

h=1

These should be free bf Therefore, equation (1) and timequations:

0A, & ONX, 0%, & 0%x,
3 L— L0+ d NX =0
() th, ot oda, ; "oa

are the necessary and sufficient conditions thaptbblem is supposed to satisfy by way
of independent functionsg, X, ..., Xy Of the variables, a>, ..., am .
One now has:
2 ONX,, 0 0X, 0
@) Lp=y T Ny Zadh,
h=1 at at h=1 at at

m m 2
MNB _ g N NS 2K 0% $ gy, T 50
oaq, ot o Ot da, 1= otoa,

One then has:

(5)

D ONB  $oNX, %\ 0%, 0%, N
ot da, 45 ot da, S da ot oa,

As a result of conditions (1) and (3), one must then fave; =t, s, ..., Om:

™ ONX,, axh m 9X, dX
6 x 7 =
(©) Zl‘ ot ;aaq ot

and likewise formulas (4) and (5) yield:

[I. One can, conversely, replace the original conditions (1) and (3) with the m
conditions (6), aslong asit is possible to satisfy the latter ones without making dN / dt =
0. By comparison, if it then follows from equations (6) that ON / dt = 0 then one must add
the condition (1) to these equations.

Conditions (6), however, may be deduced in anotheplsmway.
Since:
oX m OXX 0X,

L=y

da, = ox, oa
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one can, in fact, next write these equations as:

Zm: aNx R S
h=1 XlaXh at 60’

Now, shouldx, ..., Xxm be independent functions bfa, ..., an then:

would be non-zero. The conditions (6) thus decomposehatftiowing ones:

ONX, _ Ni%%:
rt  ox ot

However, by means of the formula:

X, 0N 90X, 0%
ot ot ~ox, ot

it can be converted into:

sz: GX)(_axh 6xX :6_N |
Slox, ox, Jot ot "
If one then sets:

oX
™) r -2 2 gy

ox, 0x

X

then conditions (6) finally reduce to the followingequations:

(8) NZ 6 I(;gt; N

The present problem will then be solved in all situatiopgshem + 1 equations (1) and
(8), assuming that one can satisfy them by independenidosgt, ..., Xm .
The latter is, however, always the case, as longeadeterminant:

all cee a

ml
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of them + 1 equations (8) and (1) is zero.
Therefore, ifA = 0 then one can always satisfy these equations by valudeas / ot,
which are not all zero. However, if (1) and (8) wendilfed by the assumptions:

6_)(1 :% D :a—x”‘: _alogN SUr:U:...Un:M,
ot ot ot ot
whereuy, Uz, ..., Uy are not all zero, then, sintéself does not appear at all in equations
(1) and (8),us, Uz, ..., Un, M are functions of onlyy, X2, ..., Xn, and when, sayy; is
non-zero, the values:
u

TR T
when coupled with the value:

(10) alogN:M’

0%,

=

identically satisfy the equations:

m 0x
Za)(h X:XhalogN |
p= Y 0%,
i.e., them + 1 equations that emerge from (1) and (8) whenamsumes that=x; .

Equations (9), however, define a systemnoft 1 ordinary differential equations
betweernx,, ..., Xm, andx; . Therefore, if:

Xy = X1, 1, ..., Om)
are its complete solutions then the values:
Xl:Xll X2:¢21 ey Xm: ¢m,

in which they all fulfill the condition equations the transformation, and likewise:

LB 5 00, 0,
S ox da, Oa, da, da,

m

which are then non-zero, yield solutions of theegiproblem).

") If one wishes to also find the associated valughetoefficients\ themselves then one must only,
after substituting any complete solution, compute from (1@ Siynple quadrature:

M
J’?dxl
N=ypye ™
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The problem is, in fact, always soluble, as long asdéterminantA is zero, and
indeed its solution will then be obtained by completegration of a system oh — 1
ordinary differential equations.

By contrast, it possesses no solution whAda non-vanishing. Equations (1) and (8)
can then be satisfied only for the values:

0% _0x,_  _0x, _0dlogN

e = 0!
ot ot ot ot

and this contradicts the demand tkatx,, ..., Xn should be independent functionstpf
ar, ..., 0nm.

However, as a skew determinant of degmee 1, A is zero whermm is even, and
generally non-zero whanis odd. Therefore, one has the theorem:

[ll. The given transformation problem is soluble when and only when mis an even
number, and indeed in this case its solution requires the complete integration of a system
of m— 1ordinary differential equations.

How one can construct the Pfaff method for the integmaof any linear total
differential equation simply and naturally from thisdhem was set down by Gauss in
his announcement of the Pfaff treatijen such classic brevity and clarity that it would
be completely superfluous to go into it here.

By contrast, the validity in regard to the first Pifstem emerges from the foregoing
alone, or the statement made by equations (8) wouldhetilbe clear. We thus now fix
our attention on the case:

m=2n
more closely!

In general, the determinant:

A= Zi a1 Q22 ... Qmm

is non-zero here. However, if this is the case tleguations (8) are mutually
independent. Therefore, equation (1), when it, togethdr @quations (8), defines a
system of vanishing determinaft must necessarily a mere consequence of these
equations.

In fact, wherA is not zero, none of the sums:

and substituting this value fotin the formula that arises from (2):

Ai= Ngxh%'

h=2 a;

where one can give the arbitrary constattte value 1, since it can have no influence upon the rigthat
A; must be free ok;, and is then removed from the transformation | itsé€lhis latter computation,
however, can be completely spared, when one has introduedditial values ok, ..., X, as arbitrary
constants in the solutions of system (9) using the Jawethod (Crelle J17, pp. 156).

") Gauss, Werke I, pp. 231.
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vanish, where one understandlg, to mean the coefficient of the elememj, in the
determinanfA. However, one must then have eXgh+ 0. Therefore, let, say:

ZAlhxh

h=1

be non-zero. If we then take x; then equations (8) become:

6 logN
Z ox

and yield:

6Io N &
g zAthh J

sod log N / 0x; has a finite and non-zero value. From I, equesti(8) alone therefore
suffice for a solution to this problem in the casasidered.

On the contrary, iA = 0 for evenm then, for that reason, the skew determinant of
degream:

Ay - Aoy —X2
A =

aZm tt amm _xm

X, = X_ 0

does not need to be zero. It is then independeKi,onhile for a givenXs, ..., Xy, the
equationA = 0 is a partial differential equation of firstder forX; . However, whei;,

is non-zero then not all sub-determinantsrfdegree vanish in the determinaytand
them + 1 equations (8) and (1) then reduce to emquations, but no fewer. They then
uniquely determine their unknowns, which are th®sa

. 0% . 0, dlogN
ot ot ot 0 ot

As long as one can then give values to these unkedlat satisfy equations (1) and (8),

these are the only values that satisfy these emsain the case we assumed. However,
one obtains such values when one 8dtgy N / dt = 0 and then determines the ratios of
theox, / dt from them + 1 equations:
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m o0x
Z X —£=0,
=) ot
(11)
m 0Xx
Z X)( —£=0
x=1 0

Such a determination is possible. Then since, by assumpi® skew determina#t of
degreem = 2n vanishes, all of its sub-determinants of degree 1 are also = 0, and the
first m equations (11) then reduce mo— 2 equations. In the case in question then,
equations (1) and (8) necessarily yieltbg N / ot = 0 and then, from II, system (8) alone
no longer suffices as a solution of the problem, bistwhil instead first occur by means
of equations (11).

When illuminated in this light, the problem does not, lny aneans, need to be
indeterminate in the case where the determinant became for a giverm’). Rather,
such an indeterminacy will first enter the picture whiem determinanA vanishes, as
well as all of its sub-determinants of order— 2 or even lower order, and indeed there
always exists an even indeterminancy in a singular way; in such a case, one can
always choose asven number of then — 1 ratios:

R

arbitrarily, or, what will always be most conveniesgt them equal to zero. Then, when
all of the sub-determinants of degreeir2a skew determinant vanish, then, as Frobenius
had proved”), all sub-determinants of degree 2 1 also vanish. Sinca = 2n, the
vanishing of all sub-determinants of degme- 2p in the determinanA necessarily
implies the vanishing of all sub-determinants of degnee2p — 1, and this then reduces
them + 1 equations (11) tom— 20 — 1 equations, such that one can also therefore satisfy

") For the total differential equation:
fodx +fodxo + ... +Pn dx, —dz=0,

e.g., the one that is equivalent to the partial diffead equation of first order that is free of

- _oz
pl—fl(Xl, vy Xy P2y ...,pn), ( _aXl]’

equations (8) and (1) reduce to the known-2L equations:

dx, _ _ of, dp, _ of;

dx, op, " A ox,’

dz n of
— =f —Z 71’
d ~ T2 Pap,

and the transformation problem remains completelyraeted here.

") Borchardt's J.82, pp. 242.
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them by values odx, / dt, which are not all zero, after one has set a ceBaiof the
variablesx equal to arbitrary constants.

If one recalls the Jacobi method for presenting thewsaitotal differential equations
by the introduction of the initial values from the otitsehich is what the integration of
the given equation will successively come down to inRF&f method, then one easily
overlooks how this advantage is handed down by thepfirstL reductions step-by-step,
with each step decreasing by two units.



