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Any single linear first-order partial differential equetiis equivalent to a certain
system of ordinary differential equations. Similaryy easily-recognizable reciprocal
relationship exists between systems of first-order tipaatial differential equations that
admit a common solution and certain systems of line@ differential equations that
has already been pointed out many times and employed individual cases, moreover,
e.g., inAmpere’s method for integrating second-order partial differ@néiquations that
possess an intermediate integral.

In fact, if them — 1 simultaneous partial differential equations:

0) ABH=0 A®MH=0 .. Awi(®=0,

in which one generally has:
of of . of
i) =—+a —+---+ad —,
A (f) ox amaxn ana)%

and the coefficients, are given functions of;, Xz, ..., X,, possess a common solution
then that solution will always be a solution of timear partial differential equation:

A A (f) +A2A2(f) + ...+ A1 A (f) =0,

as well, no matter what arbitrary functionsxef X2, ..., X, one might setl;, Az, ..., Am1
equal to, so when that solutibis set equal to an arbitrary constant, it will be dagral
of then — 1 ordinary differential equations:

m-1 m-1

dxg i dxeidx t Xt D = A A At D Avan D Aan,

h=1 h=1

and as a result, it will also be an integral of thee m + 1 linear total differential
equations:
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m-1
() dx. = Y. a dx,, k=m,m+1,...n,
h=1

which emerge from the foregoing by eliminating the A : ... : Am-1, and one will see
immediately that conversely when equation (ll) possess integraf = const. — i.e.,
when there is a functiohof x; , X2, ..., X, whose differentials are identically zero as a
result of equations (II) alone — that function willddeommon solution of equations (1).

The problem of finding a common solution to time— 1 linear partial differential
equations (I) is then identical to the problem of digcong an integral to the —m + 1
linear total differential equations (II). From thafeomight expect that any method that
shows us how to integrate equations (Il) must, as#me time, also contain the germ of
a method for integrating equations (I). That thought gikiee to the following
investigations, whose main goal is to find a way by whicl ocan arrive at a common
solution to several simultaneous linear first-order padifierential equations with the
same unknown function by as few integrations as possible.

However, a very essential simplification can beadtrced into that from the outset.
Namely, asClebschshowed 1), any system of partial differential equations of tkiat
that possesses a common solution at all can be redocedacobi system — i.e., to a
system of the form (I), in particular, in which thea £ 2)(m — 1) / 2 identities exist
between the operatofs

(1 A (Ac() —A(A () =0,

so it would only be necessary to direct one’s attentmnthose systems of total
differential equations whose coefficients fulfill thenditions that follow from (lIl).

Those systems possess the property that they wsldtigfied byn —m + 1 integrals,
and one will next show that their integration comewmldo the complete integration of
m — 1 systems oh — m + 1 first-order ordinary differential equations, Hstani
remarked before), under the assumption of a system of total differéetiaations that
possess the given number of integrals. However, byamsformation of the given
equations that is constructed from them, and with the bélwhich, P. du Bois-
Reymond showed how to reduce the linear total differential equatthat are integrable
by an equation to just one second-order ordinary diffedeatuation in two variables
("), one can arrange that the integration of the @ifshosem — 1 systems will already
suffice to completely integrate the given equationsciviaill simultaneously convert the
complete solution of the equivaledacobi system to the complete integration of a single
system ofh —m + 1 first-order ordinary differential equations. Fingbyd this is much
more important in the applications), that will imghat in order to ascertain a common
solution of theJacobi system, it is only necessary to know a single integfrehat system
of ordinary differential equations, by which, e.g., thember of integrals that one will
need for the complete solution of a first-order nonlirgaatial differential equation when
one ignores the first one, can be reduced by precis@yhalf in comparison to the

() Crelle’s J65, pp. 257.
() Crelle’s 358, pp. 303.
(") Crelle’s J.70, pp. 312.



Mayer — Unrestricted integrable systems of linear gladifferential equations. 3

number of integrals that one was required to know fomthet preferable of the earlier
methods, namely, thé&/eiler-Clebsch method ().

8 1. — Conditions for unrestricted integrability.

One will arrive at the systems of linear total diffetial equations that shall be
considered exclusively in what follows, when one setsm + 1 arbitrary, mutually-
independent functions of variablesx;, X, ..., X, equal to arbitrary constants and
completely differentiates the equations that thus ari$¢hen one solves the derived
equations fom —m + 1 of then differentials, one will gen — m + 1 simultaneous
differential equations of the form:

m-1
(1) dx. = Y a dx,, k=m,m+1,..,n,
h=1

in which the &) are given functions of at variables, and which can be satisfied as

consequence of the way that they arose in such ahaaybhe set&m, Xm1, ..., Xn equal
to suitable functions of the independent varialles,, ..., Xn-1, Which are functions that
includen —m + 1 arbitrary constants, moreover. In order to be ablrefer to them
briefly, | would like to call such a system of lineatal differential equations (1) an
unrestricted integrablsystem.

Conversely, when a system of linear total differéreguations of the form (1) is
given, one next asks: Under what conditions is it stnicted integrable, and furthermore,
when those conditions are fulfilled, how can onegrdige the system?

Shouldn —m + 1 functionSm, Xm+1, ..., X, Of the independent variablgs X, ..., Xm-1
be given that satisfy the given equations (1) identic#ilyy andi are any two distinct
numbers from 1, 2, ..m— 1 then it must follow for the functions:

X _ _n X _ i
2 Rz g s
(2) ox, a, ox a

that when one lets the characteristisuggest that in the differentiatio®, ..., X, are to
be regarded as functionsxafandx; for which the relations (2) are valid, one will have:

d_at1_d_d<:o
dx dx

or that those functions must satisfy the equations:

h i n h i
3) CLALL T of (VL L ) )
X 0%, izm\ ~ O0X 0%

() Crelle’s J.65, pp. 263.
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If one introduces the general notatisn(f) for the operation:

@ AD=Te>a

/1

then equations (3) can be written more briefly as:

(5) A(@)-A(d) =0
Those conditions, whose number is equal to:

(n-m+1) (m=1)(m-2) 2),

2
must be satisfied by those functiogs, ..., X, of the independent variablasg ..., Xn-1
that solve equations (1). However, should those furgiiocluden —m + 1 constants, as
will be assumed here, that will be possible only whessé¢hconditions are already
satisfied identically.

The existence of the relations (3) or (5) as idestivdl then be necessary whenever
equations (1) are supposed to be unrestricted integrable.thidh& also sufficient will
be shown in the following §, which will show how one adeterminex,, ..., X, as
functions ofxy, ..., xm-1 @andn —m+ 1 arbitrary constants in such a way that equations (1)
will be satisfied identically.

First, | shall point out that since, from (4):

AW@%M%@—ZM@)A@ﬂ

A=m
the identities (5) also imply the following:
(6) A (A () = Ac(A (),
which will be true for an arbitrary functiolp and can conversely replace the conditions

(5).

8 2. — Reducing the system (1) tm — 1systems oh —m + 1first-order ordinary
differential equations when the relations (3) are true idetically.

If Xm, ..., X, aren —m + 1 functions of the independent variablgs ..., Xmn-1 that
fulfill equations (1) then they must next satighgh —m + 1 equations:
0 OX_., 0
M Thogl, Dmizg ., 2=al
0%, 0%, 0%
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Those equations, in which thej) ..., X1 enter only as constants, define a system-of
m + 1 ordinary differential equations between ..., X, andx; .
Therefore, if:

(8) @2 (X2, X2, «eey X1y Xmy -y Xn) =Ca, A=mm+1,..,n

aren — m+ 1 mutually-independent integrals of that system thersthutions<y, ..., X,
of the equations (1) must be included in equations (8), wihtegration constants; can
depend upon only, ..., Xm-1.

Equations (8), as complete integral equations of thesyEl), are always soluble for
Xm, ---, Xn . One can then employ those equations in order todate they, ..., X, in
place ofcn, ..., ¢, as new dependent variables.

Completely differentiating (8) and substituting equatidn)swill yield:

m-1 a n a
dCA:Z(a;ﬁ:+;qa:a;z:jd)g.

However, the coefficient oflx in this is identically zero, because equations (8) are
integrals of the system (7), by assumption. When otmeduces the notation (4), all that
will remain is:

©) doi = 3 A(#,) 0%,

The newly-introduced quantities,, ..., ¢, will then be determined from those- m+ 1
equations, in which one replaces 3¢ ..., X, on the right-hand side with the values that
follow from equations (8).

However, should equations (8) remain integralshefsystem (7), then treg would
have to be independentxaf; hencex; cannot occur in equations (9).

That is in fact the case. Namely, since:

As (An () =An (A (),
from (6), andA; (¢,) = 0, one will also have that:

= A (£2)

is a solution of the equatiok (f) = 0, or thatA, (¢,) = const. is an integral of the system
(7). Therefore, after substituting the valuexgf ..., X, that one gets from the integrals
(8) of that system, the expressidqas(@,) will be independent of; .

Equations (9) will all be free of then,and therefore nothing can change when one
assigns any values to those variables.

The given system (1) has now been reduced toystera (9), which includes oniy
2 independent variables. Obviously, the lattetesyscan be first exhibited, in general
(i.e., as long as one cannot establish the systemegrals of equations (7) by which the
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c, are introduced as integration constants more precigally,after one has found those
integrals. However, it will be most advantageous # takes the, to be a well-defined
system of integration constants of equations (7), nantble initial values of the
dependent variables, if one is to be able to define equdfpbefore all integrations.
One can see that directly from the system (9),itowill be clearer when one starts
from another system that is equivalent to equations (9).
If one lets:

(10) Xk = Uk (X1, X2, +..y Xm=1, Cm, -+, Cn)

denote the solutions of the integrals (8) far, ..., X, or the complete solutions of the
differential equations (7) and introduces thedirectly as new dependent variables in
equations (1) then one will now get the equations:

% al//k _m_l h al/lk
11 dc, = -——|d
(11) % o, 4 ;(m ax, |

for the determination of they , in which thea are also expressed in terms of ¥aexs,

.vey Xm-1, Cm, ..., Cn by the substitutions (10) and in exhibiting them, one usefattehat
one will have:
a: _%: 0
0X,
identically by those substitutions.

When one solves those— m+ 1 equations for thdc,, ..., dc,, one must, in turn,
arrive at equations (9). One can then replace the laitbrequations (11), and since
from the foregoing, equations (9) are freexpfit will be permissible t@lso assign any
arbitrary value to the variable;@or which those equations still remain solu@ieectly in
equationg11) before solving them

Having assumed that, now let:

(12) X = X (XL, X2, ooy Xy Xy ooy X0 )

be the complete solutions of equations (7) when expreasedms ofx; and the values
X2, ..., X, of the dependent variablgs, ..., x, that belong to the constant initial values
of x; . The initial valuex? can be chosen arbitrarily, but only when the assedtietlues
of the dependent variables remain arbitrary, so nonkeodiantitiesa, become infinite

or undetermined. The expressigfs which are the values that one gets from solving the
equations:

Br (K, X2, woey X1, Xmy oos %) = B2 (X0, X2,y ooey Xty Xy oeny X))

that follow from the integrals (8) for the variabbes, then have the property that they
reduce tox. for x; = x’.
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If one then setg;, = X in the system:

0
A=m 0X; h=2

which is implied by (1) when one introduces the initiduea X, ..., X° in place ofxn,
..., Xn @s new variables, and in which, from the foregoignust take on an arbitrary
value,x; = X, then that system will reduce to:

m-1
(13) dx; =Y &’ dx,,
h=2
in which a'° generally denotes the value tragt assumes under the substitution:

X = X, Xm= X2, e X=X

The initial values can be determined as functions of..., Xn-1 from then —m + 1
equations (13), which can be exhibited before any integratidheo$ystem (7), as one
sees.

However, equations (13) define a system that is jussdhge as the given equation
(1), but with one less independent variahle Since one has, by assumption:

h i n h i
a;ak_mz(a;a_ak_a;ﬂj ~0
x o Sl ax o

identically in them, one will also have:

o ox m\ M op " e

identically, so the system (13) will also fulfill tleenditions of unrestricted integrability.
One can then treat this system in detail in the sanyetlna one treated the system that
was given before, namely, by reducing it to an unrestricteegrable system with onin

— 3 independent variables by integrating a second systam wi+ 1 first-order ordinary
differential equations, etc., such that one ultimaéetyves at the complete integration of
the given system (1) after integrating— 1 systems ofi —m + 1 first-order ordinary
differential equations that are each presented independa#grtie others and can then be
treated and will be obtained by means of a recurretesysf formulas that express,

..., Xp In terms of thex , X2, ..., Xn-1 @and then —m + 1 arbitrary constants of the last of
thosem — 1 systems.

o 20 gt
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8 3. — Reducing the unrestricted-integrable systeifi) to a single system ofi — m+1
first-order ordinary differential equations.

The integration of the given unrestricted-integrableesys(1) will be reduced to the
integration ofm — 1 systems afi —m + 1 ordinary differential equations by the method
that was given in the previous 8. However, when theigpease occurs in which one

can choose the constaxit in such a way that all of then(~ 2)( —m+ 1) quantities:

m-1

& A e A

take the value zero fos = x?, equations (13), to which the given system (1) will reduce
upon integrating equations (7), will then reduce to:

dx =0,
and will then immediately give:

x> =const.,, X', =const., ..., X' =const.

One will then immediately have the complete solutitmshe first of thosen —m + 1
systems of ordinary differential equations expresseédrimg ofx; and the initial values

of Xm, ..., % for x; = x°, as long as the initial values in them can be regardadoisary
constants that are independentof ..., xn-1 and yield complete solutions to the system

(1).

Now, this seemingly quite special case can always rbenged by a suitable
transformation of equations (1).

If one introducesn — 1 other quantitiee:, a2, ..., an1 as Nnew variables in place of
X1, X2, ..., Xm-1 by means om — 1 arbitrary mutually-independent equations:

(14) Xh =Xn (01, Q2, ..., Om-1)

then that will convert equations (1) into:

m-1

(15) dx = zbl da;
i=1

in which:

(16) =3 a o
b 00, .

At the same time, when one makes the substitutionsirflaf) arbitrary functior of x; ,
X2, ..., Xn, ONe will get:

of _ miof ox,

= ox, 0a,

and as a result:
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m-1 : m—laxh of n N of
17 = —+ — |.

Since we know from the foregoing that the originakeys(1) is unrestricted integrable,
as long as the identities (3) exist, it will follow inediately that with that assumption the
transformed system (15) will also possess that sanpepyoand therefore the relations:

(18) % Z[bﬁabE b”abfj 0

oa, Aol 70X, 0X,

g

must exist identically between the coefficiebfsin it, in whichk =m, m+ 1, ...,n, and
pandoare any two of the numbers 1, 2, m+ 1, and when we set:

(19) B2 50" 2 oy O ax)

in general, that will imply the following:

(20) B, (Bo(f)) =Bo (By (F)) -

That can be easily verified by calculation.
Namely, from (16), one has:

M

bl =1 X

oY abf z 0a, dx, _0a 0x, :mi ot da, [ Ox, O0x, 0x OX,
da, aa, da,da, 0a,da, da, da, da,da, )
and

A=m 0x, 0x, FE=1

n noot 7 0X ox
Z bp abk ba atf z z a: abk U _abf u
ox, 0a, 0x, da,

3
N

m-1 Z:la aa‘?{axh 6Xﬂ _0x%, axﬂj.

1= e 0%\ 0a, da, Oda,0aq,

=y

I
1M

If one then forms the left-hand side of equation (18) amidches the two summation
indicesh andy in the negative terms then one will get:

oy abﬁ’ O 0K
da %{ba baxﬂj

P
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_ S 0%, 0%, o o | 0
B eI et

m 1 00, 00,

which is a formula that shows directly that eithéth@ two systems of identity relations
(3) and (18) will always imply the other.

One can then employ precisely the same method éantlagration of the system (15)
that emerges from the given unrestricted-integrableesygil) by the substitutions (14)
that one obtained in the previous 8§ for the integratfda)o

After that, we will first have to integrate the-m + 1 ordinary differential equations:

(21) Koy, P o K
oa, oaq, oa,

completely and express the integration constants insterf the values, ...,x° of the

variablesxn, ..., X, that correspond to the constant initial vam@ of a; . The complete
solutions of equations (21) that are thus obtained will s us the complete solutions
of the system (15), as well, when we set #je ...,x° in them equal to those functions

of a2, ..., am-1 that one gets by completely integrating the system:
m-1

(22) dx = > b’ da;
i=2

whose coefficientd” will emerge from the coefficients:

m-1 a
i = N an %
bl ;ak o0
when one assumes that:
m=a’, Xm= X, e Xa =X,

However, the choice of substitutions (14) is entirepen for us, and that easily
explains the fact that we can always make that chmiceuch a way that all of the

coefficientsh’ in equations (22) vanish. In fact, at the end of theststwtions (14), we
need only to take the form:

(23) Xp = Xf? +(0’1—0'10) fh’

in which a,° and thex, are constants, while, f;, ..., fns arem— 1 arbitrary functions

of m, a2, ..., am-1, Which must obviously always be chosen in such a watyetjuations
(23) will be mutually independent relative 4o, a, ..., Q1.
From that, one will have:
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b& = 3 h f +(a —ao)%
ak h 1 1 aal '
and fori > 1:
m-1 h afh

bti< = (al_alo)hz‘,aka-

When we then assign any constant values to thetitigar,” such that none of tha —

1 functionsf, become infinite or undetermined for = a.,°, so when we assume that the

constants:
0

X Xzo’ SR Xn?—l
are such that all of the remain finite and well-defined for:

0

Xl: Xl ’ X2: X2 ’ ERE] Xm—l: Xn?_]_l

moreover, then each, = 0 wheni > 1, while the quantities, will keep finite and well-

defined values fom = a,°.

With that choice of substitutions (14), the complsolutions of then —m + 1
ordinary differential equations (21), when expresseterms ofa; and the initial values
of Xm, ..., X for @1 = a,°, when one considers the initial values in themabgtrary
constants that are independentef as, ..., an1, Will also represent the solution of the
system of total differential equations (15). Hoeewone will get the solutions of the
given system (1) from that when one replacesahea:, ..., an-1 With the values that
follow from the substitutions (23).

The integration of the given systemrof mlinear total differential equations:

m-1
(1) dx = Y& dx,, k=mm+1,..n
h=1

can then be reduced to the integration of a sisggéem ohh —m + 1 ordinary differential
equations under the assumption that the identityioas:

o) o8 (0 _ 04
ox  ox Ll Mox, oy

exist between the coefficients:

One introduces the quantities , a», ..., an-1 @as new independent variables in place
of ., %, ..., Xm1 , Under the restrictions that were just given that substitutions:
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(23) X = XI? + (al _alo) fh

are chosen arbitrarily. With that, the given sys{@will go to the following one:

m-1
(15) dx = Y b da;,
i=1
from whose coefficients:
1 oy Of
bk:zak fh+(al_a1 )W '
(24) " S !
' =(a,-a)) d —, i>1
b, = (a, - a; ;aK o
one eliminates x, X2 , ..., Xm1 by the substitution§23). If one has then completely

integrated the first-order ordinary differential egtions:

(25) axm — b;, aXm+1 - bl

aXn — bl
m+l? n’
oa, oaq, oa,

which follow from(15) and which express the integration constants in seofthe initial

valuesx’, ..., X’ for oy = a,° then the equations in the:

al ) az ) "'1am_l ’Xm1 ---1Xn )
and the arbitrary constants’, ..., X0 that one obtains in that way will be the complete
integral equations for the ordinary differential wations (25), as well as the total
differential equationg15), and one then needs only to eliminate, - , ..., Gn1 from

those equations with the help of formu(@8) in order to obtain the complete integral
equations of the given systé¢t).

The simplest way of satisfying the requirementst tlare imposed upon the
substitutions (23) in all cases is for one to set:

X1=a1
and
Xh = X,? +(0’1—0'10)0'h
forh=2, 3, ...,m— 1, in which the constantg’, X, ..., X}_, only need to be chosen in

such a way that none of the quantities will becamnfiaite or undetermined when:

0 0

x=a’, X2 = Xg, eer Xl TXp g
One will then get:



Mayer — Unrestricted integrable systems of linear gladifferential equations. 13

1 _ A1 2 -1
bk _ak+azak+“'+am—1aT 1

bti< :(al_alo)aliU i>1.

In the derivation of the foregoing theorem, no use waderof the equivalence of the
unrestricted-integrable systems of linear total diffeeénéquations and thdacobi
systems of linear partial differential equations fa purpose of inferring the integration
the latter from merely examining the former. Howeweaone would like to draw upon
the well-known properties of thiacobi system then one could also convince oneself of
the reducibility of the unrestricted-integrable system td)the system of ordinary
differential equations (25) in a completely-differerayawithout calculation. In order to
not block the path of investigation, | shall postponéheoconclusion of this article (3
the second derivation of the theorem above, which aisnéth the line of reasoning by
which P. du Bois-Reymond proved that reducibility for a spex@ae of a single linear
total differential equation even more than the foregalerivation does.

8 4. — Integrating Jacobi’'s systen# (f) = 0.

From the previous §, the complete integral equationgherordinary differential
equations (25), when expressed in termgiodnd the constant initial valuesxef, ..., X»
for o1 = a,°, are simultaneously the complete integral equationshfsystem of total

differential equations (15) that emerges from the giwea (1) by the substitutions (23),
as well.

However, the complete integral equations for a systénfirst-order differential
equations possess the property that they must be sotubiis dependent variables, as
well as its initial values. One can then employ ¢benplete integral equations for the

system (25) to determing,, ..., X, from them, in one case, ang, ..., X, in the other.
Let:

(26) X =k (a1, @2, ..., Oty Xy ooy X0

and

(27) X=Xk (01, G2, vy Qi1 s Xy -oey %)

be the values of the and thex;, resp., that are obtained in that way. Equations (27)

must then be fulfilled identically by the substitutions (2@Gnhd as a result, the
expressions:

X, +Z”: o)X, ox,
oa, imm0x, 0a,
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must vanish identically. However, since from the gmiag, those substitutions likewise
satisfy the system (15) or the equations:

the same thing must also be true for the expressions:

0 0
Bn (xi) = Xk z b ai(k
°

which also emerges directly from the fact that theression8n(xi) must be independent
of a1 by the substitutions (26), sin@ (xk) = 0 by our assumption, and therefore due to
the fact that:

B1 (Bn(f)) = Bn (B1(f)),

we will also haveB; (Bn (xk)) = 0, but those expressions will vanish when one ggts
a,°, sincexk must reduce ta in that way, and everlg’ = 0 whenh > 1, moreover.

However, the zero result of the substitution of thiees (26) in the expressioms
(x) cannot change when one back-substitutes the valuegof2fHe x’in them, which
will reverse the substitution itself. Hence, one nakistady have:

Bh ()(k) =0

before the substitution, or:
f= Xm) X1y o0 X

must be solutions of thiacobi system o — 1 linear partial differential equations:

Bh(f) ——+z bh67 - 0
A

However, as formula (17) shows, tldaicobi system emerges from the other one:

of | I ah of

f)= —+ — =0
Al ox, = 7 ax

in such a way that one must introduee a», ..., am1 In place of; , X2, ..., Xm-1 Dy the
substitutions (23), and one must conversely convert thém the latter when one
expresses the in terms of thex. The solutions = xm, Xm+1, ..., Ya Of the first system
then likewise give us the solutions of the second aaeedl, which is thelacobi system
that is equivalent to the given system (1), as longeaaset thex; , a2, ..., Gna In them
equal to the values that follow from the substitutions (23).

That implies the following method for the complateegration of the givedacobi
system oim— 1 linear partial differential equations:
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of s of
28 l=—+) a"— =0, h=1,2,..m-1.
(28) An (f) o Z 1ox

One can use the m1substitutions:
(23) X=X +(a,-a°)f.(n, a2, ..., On1)

that are chosen arbitrarily from among the restiocts that were given in the previofs
in order to express the quantities:

m-1
b = a:(fw(al—af)ﬂj
h=

7 oa,
and
o =(@-a)S adn, i>1
1 1 ] aa,i )
in terms ofay, a2, ..., Qm1, Xm, ..., Xa@nd construct the n — ml first-order ordinary
differential equations:
a_xm: bt —axm“lzbl a_X”: bt
aal m? a 4 m+1? 1 aal n

with the former. If one has integrated those emust completely and expressed the
integration constant in terms of the initial values the dependent variables for =a,°

then the solution of the integral equations thae aftains for those initial values will
yield n — m+ 1functions:

xl?:)(k (ala az, ..., On-1, Xm, ,Xn)
that are the n — m 1 solutions of thelacobi system:

of & of
29 Bn()=—+ > b"— =0,
(29) h (f) oo & oy

and which will go to the n — ml solutions of the givedacobi system when one
eliminates thar, a», ..., an-1 With the help of equatior{23).
8 5. — In order to find a solution to the given Jacobi system (2&)ne is only required

to know an arbitrary integral of the ordinary differential equ ations (25).

From the last theorem, the searchdtrsolutions to aacobi system of the form (28)
will be reduced to theompleteintegration of a single system of— m+ 1 first-order



Mayer — Unrestricted integrable systems of linear gladifferential equations. 16

ordinary differential equations. For the most impdrtapplications of theJacobi

systems, in the integration of first-order partial eiéntial equations, and in tiifaff

problem, however, one does not address the general sdalatitve Jacobi system that

appears at all, but one always comes down to ascertainengadution of it. Therefore, it

would be of greatest importance to examine whether com®tan find a solution to the

Jacobisystems (28) or (29) without having to integrate the sygd&ncompletely.
Assuming that, one must find any integral:

F(a, az, ..., On-1, Xm, ..., Xn) = CONSL.

of the differential equations (25). The complete sohgiof those differential equations,
when expressed in terms of and the initial values of,, ..., X, for a1 = a,°, will then
satisfy the equation:

(30) U=F (a1, &2, ..., Om-1, Xm, ..., %) — F(@°,0,,...,a, X2 ,...,x%)=0.
However, from 83, when one regards the, ..., x’ in those solutions as independent
of a», ..., an1 , they will also satisfy the total differential equets (15) or the
equations:

0% _
31 —~=0DR'.
(31) aa, b,

As a result, they must also satisfy the equations:

o  &,n0U
32 B, (U = —+ — =0
(32) h (U) 20, k; ox,

identically, which one obtains by differentiating thguationU = 0 with respect tax,
while considering the relations (31).( In that way, the form of the equation is entirely
equivalent toJ = 0. Precisely the same thing will also be true fearg equatiorVv = 0,
which emerges from equation (30) by any sort of algebraiatpes.

The first of them — 1 equations (32) is always an identity, or in case l@asenot
formed that equation directly from equation (30), but fromther arbitrary equation that
is equivalent to it, since it is a mere algebraic cqueace of the equatiod = 0. In
some situations, part of the remaining ones can also lideatity or a mere algebraic

() One can also, in turn, see that directly. Nam@jyassumption, one h& (F) = 0, so as a result,
one will also haves,; (U) = 0, and since:
B1 (Bn (F)) =Bn (B: (F)),

one will also hav®,; (B, (U)) = 0. The value thd, (U) takes for the complete solutions of the differential
equations (25) will then be independentagf. However, that value will vanish when one sets alo,
since in that way, one will have, = X, ..., X, = X, so from (30), one will hav8U / da,, = 0, and

likewise everyb will vanish.
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consequence of the equatidr= 0. However, those of equations (32) that do not possess
that property are new integral equations of the system (@) can process each new
integral equation of that sort in exactly the same waydhe does with the equatith=

0, and thus recognize the possibility of deriving a wholeseaf new integral equations
from a single integral of the ordinary differential egmas (25) by merely differentiating

it, which are integral equations that will all belongthat system of complete integral
equations for the differential equations by which one detenthe dependent variables

in terms ofar and the initial values that are taken wieerr a,°.

That is connected with the remark (which also could Hmeen used before in the
previous 8§ in order to show that the expressBinéyi) that were obtained there must be
identically zero) that equations that belong to such stesy of complete integral
equations can never yield an equation that is completedydf the initial values of the
dependent variables, or that when one has obtained sustuation, it must necessarily
be an identity, so one will be led in the following wayorder to arrive at a solution to
theJacobi systen(19) from the given integral E const.or U = 0 of equationg25).

We bring that equation into the form:

(33) X =Um (a1, @2, .oy Oy Xmy oeey Xy Xoury oeey X0

by solving it for any of the initial values of the deperdeariables that enter into the
integralu = 0 — e.g.,x’, and then define the— 1 equations:

(34) Bh (Um) =

ou +be ou -0

04, i=m 0%
the first of which is an identity. None of those edqua can be merely an algebraic
consequence of equation (33), sincg does not enter into them at all. If they are all
identities, like the first one, then the valug of x° that is obtained frony = 0 will

immediately be a common solution to tie- 1 linear partial differential equations (29).
However, if that is not the case then one must yavee able to determine some part of

the remaining initial valuex?,,, ..., x’ from equations (34), since it is impossible to
eliminate those initial values completely, from theefgoing. If we assume that’,, , ...,
x?.., can be determined from equations (34) then we can now epeitateach of the
values that are thus obtained:

1

X[T?"’h—l :Um+h_]_(all ---,am—l,xm, ---axn, XrT?+hl ey Xn)

in just the same way as we did before with equation g@8),in that way, we will arrive
at equations that cannot be merely an algebraic consegoé¢ the foregoing ones, since
they do not include the quantities:
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at all, which must either be identities or part of themaining ones must determine the
initial values. In that way, in the event that orss mot already obtained a common
solution to then — 1 equations (29), one must ultimately succeed in expredsmigtiae
initial values of the dependent variables that areatoed in the given integr&l = 0 in
terms ofay, ..., Gm-1, Xm, ..., Xnalone. However, if one now defines the- 1 equations
Bn (f) = 0 with any of those expressions then they will tee fof all initial values and
must then be identities. Each of those express®nben (which would also follow
directly from the previous 8) a solution of thacobi system (29), and as a result also a
solution of the givedacobi system (28), once one has back-substituted their vadues f

ala 021 ey am—l
from the substitutions (23).

Therefore, in order to find a solution to thiscobi system of m 1 linear partial
differential equations with n independent variables, it is only nacgs® know an
integral of the n — m+1 ordinary differential equation§25). By contrast, in the most
preferable of the previous method} the search for such a solution required that one
had to know an integral of eachmf— 1 systems, the first of which consistechef m+
1 first-order ordinary differential equations, while eadithe remaining ones consisted
of at most that many.

8 6. — The integration of first-order partial differential equations
and the Pfaff problem.

As is known,Jacobi had reduced the integration of first-order partial dédfeial
equations to the problem of finding a solution to each ddrees ofJacobi systems of
linear partial differential equations of the form (28) sunccession. |h independent
variables enter into the given partial differential egue which one can assume is free
from the unknown function itself, then thidcobisystem will consist of:

1, 2, ...m-1,...n-1
linear partial differential equations with:
2n-1,A0-2,...,-m+1,...n+1
independent variables, resp.
From the method that was described in the previouleScomplete solution of the

given equation will then require only that one must ascertain an integeddf system
of:

() Cf., Clebsch Crelle’s J.65, pp. 261.
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2(-1),20-2),....20-m+1), ..., 2

first-order ordinary differential equationsvhereas previously ) one was required to
know an integral for a system of @€ 1) ordinary differential equations and one for two
systems of 2r(— 2), ..., 2 f + m+ 1), ..., 2 ordinary differential equations, and in the
worst-possible cases, that number of integrationsinstil be insufficient.

When one chooses the simplest form for the substitsit{23), the integration will
take the following form:

In general, theni — 1)" Jacobi system will have the form'}:

of 5 (0p, of Op, of

(35) An(f)=—+ [" - jzo, h=1,2,..m-1,
o, #3435, op 2

in whichpy, p2, ..., pn1 are functions o, 0z,..., ¢n, Pm, -.., Pn that are determined

from the foregoinglacobi system and for which the expressions:

An (A () A (A ()
vanish identically.
If one now sets:

(36) qu=an, a= q,°+(al—a1°)az, e Om-1 = qn?—l+(a1_alo)am—l’

in which a°, q;, ..., go_, are arbitrarily-chosen constants, under the assumiptigrihe
functionspy, pz, ..., Pm-1 preserve well-defined, finite values for:

o=a’, 02=0q,, s Om1= Opy,
and then eliminateg, op, ..., gm1 from the expressions:

(37) { W1:p1+a2 p2+"'+am—1 P 1

Wi:(al_alo)n i>1

then that will convert the givelacobi system (35) into the following one:

of & (ow of ow of
(38) B () = — + [ h 2P0 j:o.
da, ;n“q dq, dp, 0p, 0q

From what was discussed in the previous §, one can findigosodf this as long as one
knows an integral of the system ofrP-{m + 1) ordinary differential equations:

() Cf., Clebsch Crelle’s J65, pp. 265.
(") Cf., Jacobi, Vorlesungen iiber Dynamifp. 292. Crelle’s J0, pp. 23.
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(39) a&:—%, aﬁ:%, A=mm+1,...n,
da,  0p, da, 0q,

and one only needs to set:

0 0
_ _ %~ _0.2.—9
o =Qq, O'z—qz—qzo, e Q1 = m-1  Hm-1

G -a; Oa_alo

in that solution in order to obtain a solution to theegisystem (35).

In a manner that is completely analogous to how otegiated first-order partial
differential equations, the number of integrations thatraquired in th&faff problem —
i.e., the problem of integrating the given linear diffeti@ equation:

Xioxe + yodxe + ...+ Y20 dxen = 0

by n equations — will be diminished by almost one-half bypgshe procedure that was
given. Namely, it is not difficult to see from theethod thaClebschhas prescribed for
the solution of that problem)( that it can be reduced to the search for solutions to
Jacobi systems of the form (28) that consist of 1, 2,n, resp., linear partial differential
equations that each hava dependent variables. From the foregoing, the search fo
solution to the ™ one of these systems depends upon finding an integral +d frst-
order ordinary differential equations. However, that system, which can first be
exhibited once one has found a solution to each of tiegding ones, will itself possess
— 1 known solutions, as a result of the way that itecatvout. None of those solutions is
the one that one actually needs (since it must beérmtent of them), but each of them
will provide us with an integral of thosen2 i ordinary differential equations when we
set it (as expressed in the new varial#equal to a constant. One then knaws 1
integrals of those equations from the outset and can eethee 2 — i differential
equations to:

2n—i—(-1)=2-2+1

by means of them. The search for a useful solutidgheath Jacobi system then requires
only that one know an integral of:
2n—-2+1

first-order ordinary differential equationsAs a result, for the complete solution of the
Pfaff problem, it is sufficient to know an integral for each system of:

2n-1,0-3, n-5,..,1

first-order ordinary differential equations.

() Cf., namely, Crelle’s B1, pp. 153 an®5, pp. 266.
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8 7. — A different proof of the theorem in § 3.

Under the assumption that the identities:
(40) Alal)-A(d)=0
are valid, a€lebschshowed ), them— 1 linear partial differential equations:

(41) Ah(f)_i+” a9 —o
0X;, )

J=m )
possess —m + 1 mutually-independent solutions, which might be denbyed
fmy  fmer, ..., fa.
Due to the fact that when one sets:
f=¢ (X, %X, .os Xm1, fm, fowa, -0, ),

A D=2 03 A() IR =8

one will have:

one will see that these solutions must be mutuatigpendent with respect t&y, X1,

If one then sets:

then one must be able to determi3g Xm+1, ..., X @s functions of the variables, x.,
., Xm-1 and the quantitieSy , Cm+1 , ..., Ca from those equations.
If one considers the latter to be arbitrary comstahen the values of,, ..., X, that

follow from (42) will satisfy then —m + 1 equations:

Zaf (dxﬂ 2@ d)gj

A=m 0X;,

that are obtained by completely differentiating a&epns (42) with the use of the
identitiesAn (f) = 0. However, since the determinant of thoseatgos:

2.t

of, o, Of,
4_m _n

0, 0>§m 0x,

() Crelle’s J.65, pp. 260.
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is itself non-zero, so that value cannot vanish idemyicalder substitution either, it will
then follow that it must satisfy the—m + 1 linear total differential equations:

m-1
(43) dxi = > a; dx, .

h=1

If the identities (40) exist then there will alwaysrbe m + 1 functions ok, Xo, ..., Xm-1
andn —m + 1 arbitrary constants,, Cm:1, ..., Cy that are mutually-independent relative
to the latter that will satisfy equations (43) identicallyen they are set equalX@, Xm+1,

If we denote those solutions to the system (43) by:

and understandk’, x;, ..., X° to mean undetermined constants thenrthem + 1
equations:

X =¢r (%, X2, ..oy X0, Cmy v, Cn)

must always be soluble fay, , ..., c,. By substituting those values, the solutions (44)
will assume the form:

(45) XA = (X, X2y ooy X1y X5 X2y oeey X2,

where the functiongy, must reduce to; for:

0

Xl: Xl ’ X2: Xza ERE] Xm—l: Xn(:—ll

as a result of the way that they came about.
If one now introduces the new variables a>, ..., an-1 for thexy, Xo, ..., Xm-1, resp.,
by way of them— 1 equations:

(46) X=X +(a,—-a°) fn(a, @z, ..., Q1)

which might make:

(A7) ¢ (X, X2y o Xty X0 Koy ooy XO) =Wa (a1, @2, <.y Ot @0 X0, XD ooy X9,
then one will obtain the solutions:

(48) X1 =W (0, @y ooey O, @0, X0, XD, ey X0)

as in (45) to the system of linear total differential ¢Qus inXy, ..., X, anday, a,, ...,
am—]_ .
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m-1
(49) dxi = > b day, ,
h=1

to which the system (43) goes under the substitutions (46).
Therefore, equations (48) then also satisfy the m + 1 ordinary differential
equations:

50 A=,
(50) oa,

in particular. However, if one has chosen the @mntsta,’ in such a way that none of
them — 1 functionsf, becomes infinite or undetermined for = a,° then eachw, = x°

for on = a,° from (46), and therefore ealih = x, from (47).

As a result of equations (48), they will be those sohgtiof the ordinary differential
equations (50) that reduce to the values of the dependeables, that belong to the
initial value a,° of a; for oy = a°.

Conversely, it must then be always possible to deterthe integration constants in
a system of complete solutions to the- m+ 1 ordinary differential equations (50) in

such a way that those solutions will assume the vakfesx? ., ..., x°, which remain

arbitrary forar = a,°, and the solutions that are thus obtained must likefuiéé the

total differential equations (49) when one regards theainialues in them as
independent oty, a», ..., am-1, SO once one has back-substituted the valuea;fom,,
.., am1 that they obtain from the substitutions (46) in thosgagions, the total
differential equations (43) must also be satisfied.

Leipzig, February 1872.




