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The extension of HILBERT's independence theorem to the case of the LAGRANGE problem has been investigated using various apparently-unconnected methods by A. MAYER ( ${ }^{1}$ ), HILBERT $\left({ }^{2}\right)$, and myself $\left({ }^{3}\right)$. A paper by HAHN has recently appeared $\left({ }^{4}\right)$ in which he discovered an interesting connection between the theory of the independence theorem and that of the second variation.

The latter work allowed me to return to that question once more in order to give a survey presentation of the theory of the independence theorem in which I shall place special weight upon verifying the intrinsic connection between the various results and methods up to now.

Initially, a purely-analytical presentation of the necessary and sufficient conditions for the validity of the independence theorem in the case of the LAGRANGE problem will be given, while omitting all of the elements that are not directly connected with the problem itself. The starting point will then be the partial differential equations for the slope functions $p_{i}$ and the multiplier functions $\mu_{\beta}$ of an extremal field (§ 1), which will be given in a form from which one can immediately read off the fact that of the $n(n+1) / 2$ integrability conditions for generalized HILBERT differential expression:

[^0]$$
\left\{f(x, y, p)-\sum_{i} p_{i} F_{n+i}(x, y, p, \mu)\right\} d x+\sum_{i} F_{n+i}(x, y, p, \mu) d y_{i}
$$
that is constructed from the slope functions and multiplier functions, the $n$ conditions that relate to the variable $x$ are a consequence of the remaining $n(n-1) / 2$ conditions. The latter can be further reduced in such a way that one will see that they are valid in the entire field as long as they are fulfilled for one special value $x=a^{0}$. From there on, one will then easily arrive that the various results of A. MAYER and HAHN, and in part, those of HILBERT, as well (§ 2).

The same problem will then be solved by a second method (§ 3) whose starting point will be the formulas for the partial derivatives of the field integral when it is taken over a hypersurface that cuts the field. That method will imply a more geometric formulation of the theorems and lead, in a simple way, on the one hand, to HILBERT's main theorem, and on the other, to the theorems on the transversal hypersurfaces of an extremal field (§ 4).

## § 1. - The partial differential equations of the slope and multiplier functions of an extremal field.

One addresses the problem of making the integral:

$$
\begin{equation*}
J=\int_{x_{0}}^{x_{1}} f\left(x, y_{1}, y_{2}, \ldots, y_{n}, y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) d x \quad\left(y_{i}^{\prime}=\frac{d y_{i}}{d x}\right) \tag{1}
\end{equation*}
$$

an extremum with the $m<n$ auxiliary conditions $\left({ }^{5}\right)$ :

$$
\begin{equation*}
\varphi_{\beta}\left(x, y_{1}, y_{2}, \ldots, y_{n}, y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)=0 \quad(\beta=1,2, \ldots, m) \tag{2}
\end{equation*}
$$

We set:

$$
F=f+\sum_{\beta=1}^{m} \lambda_{\beta} \varphi_{\beta}
$$

with undetermined functions $\lambda_{\beta}$ of $x$ and then get the differential equations of the problem in the known form ( ${ }^{6}$ ):

$$
\begin{equation*}
F_{k}-\frac{d}{d x} F_{n+k}=0, \quad \varphi \beta=0 \quad(k=1,2, \ldots, n ; \beta=1,2, \ldots, m) \tag{3}
\end{equation*}
$$

in which:

$$
F_{k}=\frac{\partial F}{\partial y_{k}}, \quad F_{n+k}=\frac{\partial F}{\partial y_{k}^{\prime}}
$$

[^1]Now, let ${ }^{7}{ }^{7}$ :

$$
\begin{equation*}
y_{i}=Y_{i}\left(x, b_{1}, b_{2}, \ldots, b_{n}\right), \quad \lambda_{\beta}=\Lambda_{\beta}\left(x, b_{1}, b_{2}, \ldots, b_{n}\right) \tag{4}
\end{equation*}
$$

be an $n$-parameter family of solutions of the differential equations (3). The family of extremals:

$$
\begin{equation*}
y_{i}=Y_{i}\left(x, b_{1}, b_{2}, \ldots, b_{n}\right) \tag{5}
\end{equation*}
$$

might define a field $\mathfrak{S}$ in $x, y_{1}, y_{2}, \ldots, y_{n}$-space in the event that the variables $x, b_{1}, b_{2}, \ldots, b_{n}$ are restricted to a certain region $\mathfrak{A}$ that we will assume to be cylindrical, for the sake of more precision, i.e., it is defined by the conditions:

$$
\mathfrak{A}:\left(b_{1}, b_{2}, \ldots, b_{n}\right) \text { in } \mathfrak{B} ; \quad g\left(b_{1}, b_{2}, \ldots, b_{n}\right) \leq x \leq G,
$$

in which $\mathfrak{B}$ denotes a simply-connected $\left(^{8}\right)$ continuum in the domain of the variables $b_{1}, b_{2}, \ldots, b_{n}$, and $g$ and $G$ are two functions of $b_{1}, b_{2}, \ldots, b_{n}$ that are continuous in $\mathfrak{B}$ and satisfy the inequality:

$$
\begin{equation*}
g\left(b_{1}, b_{2}, \ldots, b_{n}\right)<G\left(b_{1}, b_{2}, \ldots, b_{n}\right) \tag{6}
\end{equation*}
$$

Let the inverse functions $\left({ }^{9}\right)$ of the field be:

$$
\begin{equation*}
b_{i}=\mathfrak{b}_{i}\left(x, y_{1}, y_{2}, \ldots, y_{n}\right), \tag{7}
\end{equation*}
$$

such that one will have:

$$
\begin{equation*}
Y_{i}\left(x, \mathfrak{b}_{1}, \mathfrak{b}_{2}, \ldots, \mathfrak{b}_{n}\right)=y_{i}, \quad \mathfrak{b}_{i}\left(x, Y_{1}, Y_{2}, \ldots, Y_{n}\right)=b_{i} \tag{8}
\end{equation*}
$$

in $\mathfrak{S}$ ( $\mathfrak{A}$, resp.). Let the slope functions of the field be:

$$
\begin{equation*}
p_{i}\left(x, y_{1}, y_{2}, \ldots, y_{n}\right)=Y_{i}^{\prime}\left(x, \mathfrak{b}_{1}, \mathfrak{b}_{2}, \ldots, \mathfrak{b}_{n}\right), \tag{9}
\end{equation*}
$$

while the multiplier functions of the field are:

$$
\begin{equation*}
\mu_{\beta}\left(x, y_{1}, y_{2}, \ldots, y_{n}\right)=\Lambda_{\beta}\left(x, \mathfrak{b}_{1}, \mathfrak{b}_{2}, \ldots, \mathfrak{b}_{n}\right) . \tag{10}
\end{equation*}
$$

[^2]The functions $p_{i}$ and $\mu_{\beta}$ will then satisfy a system of partial differential equations that we get as follows: We perform the differentiation with respect to $x$ in the differential equations (3), then replace the $y_{i}, \lambda_{\beta}$ with the solutions $Y_{i}, \Lambda_{\beta}$, and thus obtain $n+m$ identity equations in $x, b_{1}, b_{2}, \ldots$, $b_{n}$, which will then remain valid when we replace the $b_{i}$ in them with the $\mathfrak{b}_{i}$. We shall suggest the substitution of $\mathfrak{b}_{i}$ for $b_{i}$ by the parentheses (). From the above, we will then have:

$$
\left(Y_{i}\right)=y_{i}, \quad\left(Y_{i}^{\prime}\right)=p_{i}, \quad\left(\Lambda_{\beta}\right)=\mu_{\beta},
$$

such that the arguments of the derivatives of the functions $F$ and $\varphi_{\beta}$ will be:

$$
x, \quad y_{1}, \ldots, y_{n}, \quad p_{1}, \ldots, p_{n}, \quad \mu_{1}, \ldots, \mu_{n} \quad\left(x, y_{1}, \ldots, y_{n}, p_{1}, \ldots, p_{n}, \text { resp. }\right)
$$

or, as we will write more briefly in what follows:

$$
x, y, p, \mu \quad(x, y, p, \text { resp. })
$$

The functions $\left(Y_{i}^{\prime \prime}\right)$ and $\left(\Lambda_{\beta}^{\prime}\right)$ are then expressed in terms of the functions $p_{i}, \mu_{\beta}$. From (9) and (8), one has:

$$
\left\{\begin{align*}
Y_{i}^{\prime}\left(x, b_{1}, \ldots, b_{n}\right) & =p_{i}\left(x, Y_{1}, \ldots, Y_{n}\right),  \tag{11}\\
\Lambda_{\beta}\left(x, b_{1}, \ldots, b_{n}\right) & =\mu_{\beta}\left(x, Y_{1}, \ldots, Y_{n}\right) .
\end{align*}\right.
$$

We differentiate those equations with respect to $x$ and then replace $b_{i}$ with $\mathfrak{b}_{i}$, which gives:

$$
\begin{gathered}
\left(Y_{i}^{\prime \prime}\right)=\frac{\partial p_{j}}{\partial x}+\sum_{i} \frac{\partial p_{j}}{\partial y_{i}} p_{i} \\
\left(\Lambda_{\beta}^{\prime}\right)=\frac{\partial \mu_{\beta}}{\partial x}+\sum_{i} \frac{\partial \mu_{\beta}}{\partial y_{i}} p_{i} .
\end{gathered}
$$

Upon substituting those values, we will get the following partial differential equations $\left({ }^{10}\right)$ for the functions $p_{i}, \mu_{\beta}$ as the result of the aforementioned process:

$$
\begin{gather*}
{\left[F_{n+k, 0}\right]+\sum_{i}\left[F_{n+k, i}\right] p_{i}+\sum_{j}\left[F_{n+k, n+j}\right]\left(\frac{\partial p_{j}}{\partial x}+\sum_{i} \frac{\partial p_{j}}{\partial y_{i}} p_{i}\right)} \\
+\sum_{\beta}\left[\frac{\partial \varphi_{\beta}}{\partial y_{k}^{\prime}}\right]\left(\frac{\partial \mu_{\beta}}{\partial x}+\sum_{i} \frac{\partial \mu_{\beta}}{\partial y_{i}} p_{i}\right)-\left[F_{k}\right]=0,  \tag{12}\\
{\left[\varphi_{\beta}\right]=0 .}
\end{gather*}
$$

In those equations:

[^3]$$
F_{n+k, 0}=\frac{\partial^{2} F}{\partial y_{k}^{\prime} \partial x}, \quad F_{n+k, i}=\frac{\partial^{2} F}{\partial y_{k}^{\prime} \partial y_{i}}, \quad F_{n+k, n+j}=\frac{\partial^{2} F}{\partial y_{k}^{\prime} \partial y_{j}^{\prime}},
$$
and the brackets [] shall suggest that the arguments $x, y, y^{\prime}, \lambda$ have been replaced with $x, y, p, \mu$ in the partial derivatives of $F$ and $\varphi \beta$. If one now adds and subtracts the expression:
$$
\sum_{i} p_{i}\left\{\left[F_{n+i, k}\right]+\sum_{j}\left[F_{n+i, n+j}\right] \frac{\partial p_{j}}{\partial y_{k}}+\sum_{\beta}\left[\frac{\partial \varphi_{\beta}}{\partial y_{i}^{\prime}}\right] \frac{\partial \mu_{\beta}}{\partial y_{k}}\right\}
$$
to the left-hand side of (12) then one will get the following result:

## Theorem I:

The slope functions $p_{i}$ and multiplier functions $\mu_{\beta}$ of any extremal field satisfy the $n+m$ partial differential equations (equations, resp.):

$$
\left\{\begin{array}{c}
\frac{\partial}{\partial x}\left[F_{n+k}\right]-\frac{\partial}{\partial y_{k}}\left\{[F]-\sum_{i} p_{i}\left[F_{n+i}\right]\right\}+\sum_{i} p_{i}\left\{\frac{\partial}{\partial y_{k}}\left[F_{n+k}\right]-\frac{\partial}{\partial y_{k}}\left[F_{n+i}\right]\right\}=0,  \tag{13}\\
{\left[\varphi_{\beta}\right]=0 .}
\end{array}\right.
$$

That is the generalization of BELTRAMI's theorem $\left({ }^{11}\right)$ that in the case of the simplest variational problem, the slope function $p(x, y)$ will satisfy the partial differential equation:

$$
\frac{\partial}{\partial x}\left[\frac{\partial f}{\partial y^{\prime}}\right]=\frac{\partial}{\partial y}\left\{[f]-p\left[\frac{\partial f}{\partial y^{\prime}}\right]\right\} .
$$

## § 2. - A purely-analytic formulation of the conditions for the validity of the independence theorem.

We shall now turn to our actual problem, namely, exhibiting the necessary and sufficient conditions for HILBERT's independence theorem to be valid for the field $\mathfrak{S}$. That means: We would like to examine the conditions under which the differential expression:

$$
\begin{equation*}
\left\{f(x, y, p)-\sum_{i} p_{i} F_{n+i}(x, y, p, \mu)\right\} d x+\sum_{i} F_{n+i}(x, y, p, \mu) d y_{i} \tag{14}
\end{equation*}
$$

[^4]that we construct from the functions $p_{i}, \mu_{\beta}$ that we just defined will be a complete differential in $\mathfrak{S}$, in which we can also write $F(x, y, p, \mu)$ instead of $f(x, y, p)$, since $\left[\varphi_{\beta}\right]=0$.

From the general theory of integrability conditions, we can next write the conditions in question in the form $\left({ }^{12}\right)$ :

$$
\begin{gathered}
\frac{\partial}{\partial x}\left[F_{n+k}\right]=\frac{\partial}{\partial y_{k}}\left\{[F]-\sum_{i} p_{i}\left[F_{n+i}\right]\right\}, \\
\frac{\partial}{\partial y_{h}}\left[F_{n+k}\right]=\frac{\partial}{\partial y_{k}}\left[F_{n+h}\right]
\end{gathered}
$$

However, we read off immediately from Theorem I that the first $n$ of those equations are a consequence of the remaining $n(n-1) / 2$.

In order for HILBERT's independence theorem to be valid, it is then necessary and sufficient that the slope functions $p_{i}$ and the multiplier functions $\mu_{\beta}$ must satisfy the $n(n-1) / 2$ partial differential equations:

$$
\begin{equation*}
\frac{\partial}{\partial y_{h}}\left[F_{n+k}\right]=\frac{\partial}{\partial y_{k}}\left[F_{n+h}\right] . \tag{15}
\end{equation*}
$$

in the field $\mathfrak{S}$.

However, that condition can be further reduced in an essential way. Namely, let $a^{0}$ be a special value of $x$ that satisfies the inequality:

$$
\begin{equation*}
g\left(b_{1}, b_{2}, \ldots, b_{n}\right)<a^{0}<G\left(b_{1}, b_{2}, \ldots, b_{n}\right) \tag{16}
\end{equation*}
$$

in $\mathfrak{B}$, such that intersection of the linear hypersurface $x=a^{0}$ with the field of extremals (5) lies completely in the field $\mathfrak{S}$. Due to the assumption (6), there will always be such values of $a^{0}$ as long as we restrict the domain $\mathfrak{B}$ sufficiently. We will then have the theorem that equations (15) will be fulfilled in the entire field as long as they are fulfilled for the intersection of the field with the hypersurface $x=a^{0}$.

In order to prove that, we first point out that equations (15) are equivalent to the $n(n-1) / 2$ conditions:

$$
\begin{equation*}
\frac{\partial S_{k}}{\partial b_{h}}=\frac{\partial S_{h}}{\partial b_{k}}, \tag{17}
\end{equation*}
$$

in which the function $S_{k}\left(x, b_{1}, \ldots, b_{n}\right)$ is defined by the equation:
$\left({ }^{12}\right)$ Cf., footnote $\left({ }^{8}\right)$.

$$
\begin{equation*}
S_{k}\left(x, b_{1}, \ldots, b_{n}\right)=\sum_{i} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right) \frac{\partial Y_{i}}{\partial b_{k}} \tag{18}
\end{equation*}
$$

That is because equations (15) say that there is a single-valued and continuously-differentiable function $\Omega\left(x, y_{1}, \ldots, y_{n}\right)$ in $\mathfrak{S}$ such that:

$$
\begin{equation*}
F_{n+k}(x, y, p, \mu)=\frac{\partial \Omega}{\partial y_{k}} . \tag{19}
\end{equation*}
$$

If we now define:

$$
S\left(x, b_{1}, \ldots, b_{n}\right)=\Omega\left(x, Y_{1}, \ldots, Y_{n}\right)
$$

then it will follow from (19), when we recall (11), that:

$$
\begin{equation*}
\frac{\partial S}{\partial b_{k}}=S_{k} \tag{19.a}
\end{equation*}
$$

Equations (17) are then a consequence of (15), and one likewise easily shows that (15) also follows from (17), conversely, when one goes from the variables $x, b_{1}, \ldots, b_{n}$ to the variables $x, y_{1}, \ldots, y_{n}$ using the inverse of the transformation (7).

However, one has, moreover:

## Theorem II:

For any n-parameter family of extremals, the $n(n-1) / 2$ differences:

$$
\frac{\partial S_{k}}{\partial b_{h}}=\frac{\partial S_{h}}{\partial b_{k}}
$$

are constant along the same extremal, i.e., independent of $x$.
That is because:

$$
\frac{\partial S_{k}}{\partial x}=\sum_{i}\left(\frac{\partial Y_{i}}{\partial b_{k}} \frac{\partial \bar{F}_{n+i}}{\partial x}+\frac{\partial Y_{i}^{\prime}}{\partial b_{k}} \bar{F}_{n+i}\right)
$$

in which we suggest the substitution of $Y, Y^{\prime}, \Lambda$ for $y, y^{\prime}, \lambda$ by the overbar. However, from (3):

$$
\frac{\partial \bar{F}_{n+i}}{\partial x}=\bar{F}_{i} .
$$

When we further consider that $\bar{\varphi}_{\beta}=0$, we will then get:

$$
\frac{\partial S_{k}}{\partial x}=\frac{\partial \bar{F}}{\partial b_{k}} .
$$

However, it follows from this that:

$$
\frac{\partial}{\partial x}\left(\frac{\partial S_{k}}{\partial b_{h}}-\frac{\partial S_{h}}{\partial b_{k}}\right)=0
$$

with which Theorem II is proved.

However, due to the equivalence of equations (15) and (17), the assertion that was made above will follow immediately from Theorem II, and we will then have arrived at the following fundamental theorem:

## Theorem III:

In order for HILBERT's independence theorem to be valid in the field S , it is necessary and sufficient that $n(n-1) / 2$ equations:

$$
\begin{equation*}
\frac{\partial F_{n+k}\left(a^{0}, y, p\left(a^{0}, y\right), \mu\left(y, a^{0}\right)\right)}{\partial y_{h}}=\frac{\partial F_{n+h}\left(a^{0}, y, p\left(a^{0}, y\right), \mu\left(y, a^{0}\right)\right)}{\partial y_{k}} \tag{20}
\end{equation*}
$$

must be fulfilled on the intersection of the field with the hypersurface $x=a^{0}$, which is equivalent to saying that $\left({ }^{13}\right)$ :

$$
\begin{equation*}
\frac{\partial S_{k}\left(a^{0}, b_{1}, \ldots, b_{n}\right)}{\partial b_{h}}=\frac{\partial S_{h}\left(a^{0}, b_{1}, \ldots, b_{n}\right)}{\partial b_{k}} \tag{21}
\end{equation*}
$$

in $\mathfrak{B}$.

If that condition is fulfilled then we call the extremal field (5) a MAYER extremal field, while the field $\mathfrak{S}$ is a MAYER field.

From here on, it is easy for us to now go on to the various forms of the condition for the validity of independence theorem that were given by HILBERT, A. MAYER, and HAHN.

First of all, Theorem III can also be expressed as follows:

If the HILBERT line integral $J^{*}$, i.e., the integral of the differential expression (14), is independent of the path for all curves that lie completely on the hypersurface $x=a^{0}$ and simultaneously in the field $\mathfrak{S}$ then that will also be true for all curves that lie completely in the field.
$\left({ }^{13}\right)$ HAHN loc. cit. (4), pp. 55 derived formulas (21) in a geometric way by means of his theorem on extremal tubes, cf., infra, § 3 , end.

That is a special case of a more general theorem by HILBERT that we shall address in more detail in § $\mathbf{3}\left({ }^{14}\right)$.

If one further differentiates $S_{k}$ and $S_{h}$ with respect to $b_{h}$ and $b_{k}$, resp. then, as HAHN pointed out, one will get:

$$
\begin{aligned}
\frac{\partial S_{k}}{\partial b_{h}}-\frac{\partial S_{h}}{\partial b_{k}}=\sum_{i, j}\left\{\bar{F}_{n+i, j}\right. & \left.\left(\frac{\partial Y_{i}}{\partial b_{k}} \frac{\partial Y_{j}}{\partial b_{h}}-\frac{\partial Y_{i}}{\partial b_{h}} \frac{\partial Y_{j}}{\partial b_{k}}\right)+\bar{F}_{n+i, n+j}\left(\frac{\partial Y_{i}}{\partial b_{k}} \frac{\partial Y_{j}^{\prime}}{\partial b_{h}}-\frac{\partial Y_{i}}{\partial b_{h}} \frac{\partial Y_{j}^{\prime}}{\partial b_{k}}\right)\right\} \\
& +\sum_{i, \beta} \frac{\partial \varphi_{\beta}}{\partial y_{i}^{\prime}}\left(\frac{\partial Y_{i}}{\partial b_{k}} \frac{\partial \Lambda_{\beta}}{\partial b_{h}}-\frac{\partial Y_{i}}{\partial b_{h}} \frac{\partial \Lambda_{\beta}}{\partial b_{k}}\right)
\end{aligned}
$$

or in the notation of $v . \operatorname{ESCHERICH}\left({ }^{15}\right)$ :

$$
\begin{equation*}
\frac{\partial S_{k}}{\partial b_{h}}-\frac{\partial S_{h}}{\partial b_{k}}=\psi\left(\frac{\partial Y}{\partial b_{k}}, \frac{\partial \Lambda}{\partial b_{k}} ; \frac{\partial Y}{\partial b_{h}}, \frac{\partial \Lambda}{\partial b_{h}}\right) . \tag{22}
\end{equation*}
$$

It will then follow that Theorem II is identical to the theorem of CLEBSCH in the theory of the second variation that says that:

$$
\begin{equation*}
\psi\left(\frac{\partial Y}{\partial b_{k}}, \frac{\partial \Lambda}{\partial b_{k}} ; \frac{\partial Y}{\partial b_{h}}, \frac{\partial \Lambda}{\partial b_{h}}\right)=\text { const. } \tag{23}
\end{equation*}
$$

That is the connection between the theory of extremal fields and the theory of the second variation that was mentioned before in the introduction and discovered by HAHN.

Therefore, equations (21) can also be written:

$$
\begin{equation*}
\left.\psi\left(\frac{\partial Y}{\partial b_{k}}, \frac{\partial \Lambda}{\partial b_{k}} ; \frac{\partial Y}{\partial b_{h}}, \frac{\partial \Lambda}{\partial b_{h}}\right)\right|^{x=a^{0}}=0, \tag{24}
\end{equation*}
$$

and in that form, it expresses the following theorem of HAHN $\left({ }^{16}\right)$ :

## Theorem IV:

In order for the independence theorem to be valid in the field $\mathfrak{S}$, it is necessary and sufficient that the $n$ systems of functions that are derived from the family (4) by differentiation with respect to the parameters:

[^5]$$
\frac{\partial Y_{1}}{\partial b_{k}}, \frac{\partial Y_{2}}{\partial b_{k}}, \ldots, \frac{\partial Y_{n}}{\partial b_{k}} ; \quad \frac{\partial \Lambda_{1}}{\partial b_{k}}, \frac{\partial \Lambda_{2}}{\partial b_{k}}, \ldots, \frac{\partial \Lambda_{n}}{\partial b_{k}} \quad(k=1,2, \ldots, n)
$$
must define a conjugate system of solutions to the accessory system of linear differential equation that belongs to the extremals $b_{1}, b_{2}, \ldots, b_{n}$, in the terminology of ESCHERICH $\left({ }^{17}\right)$.

Finally, Theorem III immediately implies the form for the validity of the independence theorem that was first given by A. MAYER. Namely, if one lets:

$$
y_{i}=\mathfrak{Y}_{i}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, c_{1}, \ldots, c_{n}\right), \quad \lambda_{\beta}=\mathfrak{L}_{\beta}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, c_{1}, \ldots, c_{n}\right)
$$

denote the "canonical" system $\left({ }^{18}\right)$ of solutions to the differential equations (3), which is characterized by the initial conditions:

$$
\left\{\begin{array}{c}
\mathfrak{Y}_{i}\left(a^{0} ; a^{0}, b_{1}, \ldots, b_{n}, c_{1}, \ldots, c_{n}\right)=b_{i},  \tag{25}\\
\left.F_{n+i}\left(x, \mathfrak{Y}, \mathfrak{Y}^{\prime}, \mathfrak{L}\right)\right|^{x=a^{0}}=c_{i},
\end{array}\right.
$$

then any $n$-parameter family of solutions to the differential equations (3) that produces a field can be brought into the form $\left({ }^{19}\right)$ :

$$
\left\{\begin{array}{l}
y_{i}=\mathfrak{Y}_{i}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, C_{1}, \ldots, C_{n}\right),  \tag{26}\\
\lambda_{\beta}=\mathfrak{L}_{\beta}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, C_{1}, \ldots, C_{n}\right),
\end{array}\right.
$$

in which the quantities $C_{1}, C_{2}, \ldots, C_{n}$ are functions of $b_{1}, b_{2}, \ldots, b_{n}$, by a parameter transformation.
If we assume that our family (4) is given in precisely that normal form such that we will then have:

$$
\begin{aligned}
& Y_{i}\left(x, b_{1}, \ldots, b_{n}\right) \equiv \mathfrak{Y}_{i}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, C_{1}, \ldots, C_{n}\right) \\
& \Lambda_{\beta}\left(x, b_{1}, \ldots, b_{n}\right) \equiv \mathfrak{L}_{\beta}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, C_{1}, \ldots, C_{n}\right)
\end{aligned}
$$

then it will follow from (25) that:

$$
\left.\frac{\partial Y_{i}}{\partial b_{k}}\right|^{x=a^{0}}=\left\{\begin{array}{cc}
1 & \text { when } i=k \\
0 & \text { when } i \neq k
\end{array}\right.
$$

and

$$
\left.F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right)\right|^{\alpha=a^{0}}=C_{k} .
$$

One will then have:

[^6]$$
S_{k}\left(a^{0}, b_{1}, \ldots, b_{n}\right)=C_{k}\left(b_{1}, \ldots, b_{n}\right)
$$
and therefore equations (21) imply the theorem of MAYER $\left({ }^{20}\right)$ :

## Theorem V:

If one writes the n-parameter field of extremals that yield the field in the normal form:

$$
y_{i}=\mathfrak{Y}_{i}\left(x ; a^{0}, b_{1}, \ldots, b_{n}, C_{1}, \ldots, C_{n}\right)
$$

then in order for the independence theorem to be valid, it is necessary and sufficient that the functions $C_{1}, C_{2}, \ldots, C_{n}$ must be the partial derivatives of one and the same function of $b_{1}, b_{2}, \ldots$, $b_{n}$ :

$$
\begin{equation*}
C_{k}=\frac{\partial B\left(b_{1}, \ldots, b_{n}\right)}{\partial b_{k}} . \tag{27}
\end{equation*}
$$

## § 3. - The geometric formulation of the conditions for the validity of the independence theorem.

The main theorem III shall now be derived in a different way, namely, by means of the method that I used in § 78 of my Vorlesungen in order to prove MAYER's Theorem V. In that way, the connection with the geometric methods of HILBERT will also be given most simply then.

To that end, we draw a hypersurface $\mathfrak{K}$ across the field $\mathfrak{S}$ that is subject to only one condition apart from continuity conditions, namely, that each extremal of the field should intersect it at one and only one point. Such a hypersurface can be represented in the form:

$$
\begin{equation*}
\mathfrak{K}: x=\xi\left(b_{1}, \ldots, b_{n}\right), \quad y_{i}=Y_{i}\left(\xi, b_{1}, \ldots, b_{n}\right) \equiv \eta_{i}\left(b_{1}, \ldots, b_{n}\right), \tag{28}
\end{equation*}
$$

when $\xi\left(b_{1}, \ldots, b_{n}\right)$ is the abscissa of the point of intersection of the hypersurface $\mathfrak{K}$ with the extremal $\left({ }^{21}\right) \mathfrak{E}_{b}$ of the family (5). In that way, $\xi\left(b_{1}, \ldots, b_{n}\right)$ might be a function of $b_{1}, b_{2}, \ldots, b_{n}$ that is continuously differentiable in the region $\mathfrak{B}$ and which satisfies the inequality:

$$
g\left(b_{1}, \ldots, b_{n}\right)<\xi\left(b_{1}, \ldots, b_{n}\right)<G\left(b_{1}, \ldots, b_{n}\right)
$$

[^7]in $\mathfrak{B}$. We then consider the integral $J$, which is taken along the extremal $\mathfrak{E}_{b}$ from its point of intersection with the hypersurface $\mathfrak{K}$ up to the point $P$ with the abscissa $x$, i.e., the integral:
$$
U\left(x, b_{1}, \ldots, b_{n}\right)=\int_{\xi\left(b_{1}, \ldots, b_{n}\right)}^{x} f\left(x, Y, Y^{\prime}\right) d x
$$
that we can also write as:
$$
U\left(x, b_{1}, \ldots, b_{n}\right)=\int_{\xi\left(b_{1}, \ldots, b_{n}\right)}^{x} f\left(x, Y, Y^{\prime}, \Lambda\right) d x
$$
since $\varphi_{\beta}\left(x, Y, Y^{\prime}\right)=0$. We denote that integral as a function of the coordinates $x, y_{1}, \ldots, y_{n}$ of the point $P$ by $W\left(x, y_{1}, \ldots, y_{n}\right)$, such that:
$$
W\left(x, y_{1}, \ldots, y_{n}\right)=U\left(x, \mathfrak{b}_{1}, \ldots, \mathfrak{b}_{n}\right)
$$

We call the hypersurface $\mathfrak{K}$ the "initial hypersurface" for the "field integral" $W$.
When one makes use of LAGRANGE's partial integration and the differential equations (3) that the function $Y_{i}, \Lambda_{\beta}$ satisfy, one will then get the values:

$$
\left\{\begin{align*}
\frac{\partial U}{\partial x} & =f\left(x, Y, Y^{\prime}\right) \equiv F\left(x, Y, Y^{\prime}, \Lambda\right),  \tag{29}\\
\frac{\partial U}{\partial b_{k}} & =\sum_{i} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right) \frac{\partial Y_{i}}{\partial b_{k}}-T_{k}
\end{align*}\right.
$$

for the partial derivatives of $U$ in the known way, in which $T_{i}$ means the function of $b_{1}, b_{2}, \ldots, b_{n}$ that is defined by:

$$
\begin{equation*}
T_{k}=\left.f\left(x, Y, Y^{\prime}\right)\right|^{\xi} \frac{\partial \xi}{\partial b_{k}}+\left.\sum_{i} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right) \frac{\partial \xi}{\partial b_{k}}\right|^{\xi}, \tag{30}
\end{equation*}
$$

and since:

$$
\frac{\partial \eta_{i}}{\partial b_{k}}=\left.Y_{i}^{\prime}\right|^{\xi} \frac{\partial \xi}{\partial b_{k}}+\left.\frac{\partial Y_{i}}{\partial b_{k}}\right|^{\xi},
$$

it can also be written:

$$
\begin{equation*}
T_{k}=\left.\left\{f\left(x, Y, Y^{\prime}\right)-\sum_{i} Y_{i}^{\prime} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right)\right\}\right|^{\xi} \frac{\partial \xi}{\partial b_{k}}+\left.\sum_{i} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right)\right|^{\xi} \frac{\partial \eta_{i}}{\partial b_{k}} \tag{31}
\end{equation*}
$$

We will call the $n$ functions $T_{1}, T_{2}, \ldots, T_{n}$ the $n$ transversality expressions for the hypersurface $\mathfrak{K}$, since their simultaneous vanishing expresses the idea that the hypersurface $\mathfrak{K}$ intersects the
family of extremals (5) transversally $\left({ }^{22}\right)$. When we go from the variables $x, b_{1}, \ldots, b_{n}$ to the variables $x, y_{1}, \ldots, y_{n}$ by the transformation (7), we will get the expressions:

$$
\left\{\begin{align*}
\frac{\partial W}{\partial x} & =f(x, y, p)-\sum_{i} p_{i} F_{n+i}(x, y, p, \mu)-\sum_{i}\left(T_{i}\right) \frac{\partial \mathfrak{b}_{i}}{\partial x},  \tag{32}\\
\frac{\partial W}{\partial y_{k}} & =F_{n+k}(x, y, p, \mu)-\sum_{i}\left(T_{i}\right) \frac{\partial \mathfrak{b}_{i}}{\partial y_{k}}
\end{align*}\right.
$$

for the partial derivatives of the function $W$, in which the parentheses () have the same meaning that they had in § 2.

It then follows that: Should the differential expression (14) be a complete differential, then it would be necessary and sufficient that the expression:

$$
\sum_{i}\left(T_{i}\right)\left\{\frac{\partial \mathfrak{b}_{i}}{\partial x} d x+\sum_{k} \frac{\partial \mathfrak{b}_{i}}{\partial y_{k}} d y_{k}\right\}
$$

should also be a complete differential. However, when we return to the variables $x, b_{1}, \ldots, b_{n}$ by means of the transformation (5), that will be equivalent to saying that the expression in the independent variables $b_{1}, \ldots, b_{n}$ :

$$
\sum_{i} T_{i} d b_{i}
$$

is a complete differential in its own right. We thus obtain the:

## Theorem VI:

In order for the independence theorem to be valid, it is necessary that for EVERY hypersurface $\mathfrak{K}$ that intersects each extremal of the field at a point, the $n$ transversality expressions:

$$
T_{k}=\left.\left\{f\left(x, Y, Y^{\prime}\right)-\sum_{i} Y_{i}^{\prime} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right)\right\}\right|^{\xi} \frac{\partial \xi}{\partial b_{k}}+\left.\sum_{i} F_{n+i}\left(x, Y, Y^{\prime}, \Lambda\right)\right|^{\xi} \frac{\partial \eta_{i}}{\partial b_{k}}
$$

should be the partial derivatives with respect to the $b_{k}$ of one and the same function $T\left(b_{1}, \ldots, b_{n}\right)$ :

$$
\begin{equation*}
T_{k}=\frac{\partial T}{\partial b_{k}} \tag{33}
\end{equation*}
$$

while it will also be, conversely, sufficient when that condition is fulfilled for A SINGLE hypersurface with the given properties.
${ }^{(22)}$ Cf., Vorlesungen, loc. cit. $\left(^{3}\right)$, pp. 648.

Before we infer further consequences from that theorem, we would like to show how it can also be derived from Theorem III. If $a^{0}$ has the same meaning as in $\S \mathbf{2}$, and we define:

$$
U_{0}\left(x, b_{1}, \ldots, b_{n}\right)=\int_{a^{0}}^{x} f\left(x, Y, Y^{\prime}\right) d x \equiv \int_{a^{0}}^{x} F\left(x, Y, Y^{\prime}, \Lambda\right) d x
$$

then a simple calculation will yield:

$$
\begin{equation*}
T_{k}\left(b_{1}, \ldots, b_{n}\right)=\frac{\partial U_{0}\left(\xi, b_{1}, \ldots, b_{n}\right)}{\partial b_{k}}+S_{k}\left(a^{0}, b_{1}, \ldots, b_{n}\right) . \tag{34}
\end{equation*}
$$

That shows that Theorem VI is equivalent to equations (21). We can also derive Theorem III from Theorem VI by means of formula (34) then, and independently of the developments in $\S \S \mathbf{1}$ and $\mathbf{2}$.

Theorem VI now has a simple geometric meaning. Namely, if one takes the HILBERT line integral $J^{*}$, i.e., the integral of the differential expression (14), along a curve $\mathfrak{C}$ that lies completely in the hypersurface K then one will get:

$$
J_{\mathfrak{e}}^{*}=\int \sum_{k} T_{k} d b_{k},
$$

when one observes that due to (28) and (11):

$$
\begin{aligned}
& p_{i}\left(x, \eta_{1}, \ldots, \eta_{n}\right)=Y_{i}^{\prime}\left(\xi, b_{1}, \ldots, b_{n}\right) \\
& \mu_{\beta}\left(x, \eta_{1}, \ldots, \eta_{n}\right)=\Lambda_{\beta}\left(\xi, b_{1}, \ldots, b_{n}\right) .
\end{aligned}
$$

We can also express Theorem VI in the following form, which goes back to HILBERT $\left({ }^{23}\right)$, then:

## Theorem VI. $a$ :

The HILBERT integral $J^{*}$ is independent of path for every curve that lies completely in the field as long as that is the case for every curve that lies completely on the hypersurface $\mathfrak{K}$ and, at the same time, completely in the field.

That fact, which seems surprising on first glance, finds its (geometric) explanation in HILBERT's theorem on extremal surfaces. In order to formulate it, we select an arbitrary oneparameter family (a "pencil of extremals") from the $n$-parameter family (5), and leave it open whether it is or is not a MAYER family, by setting:

$$
\begin{equation*}
b_{i}=B_{i}(c) . \tag{35}
\end{equation*}
$$

In that definition, the functions $B_{i}(c)$ should be continuously differentiable in the interval:

[^8]\[

$$
\begin{equation*}
c_{0} \leq c \leq c_{1}, \tag{36}
\end{equation*}
$$

\]

and furthermore, the curve that is defined by equations (35) with the inequality (36) should lie completely in the domain of the quantities $b_{1}, \ldots, b_{n}$ in the region $\mathfrak{B}$.

The equations:

$$
\begin{equation*}
y_{i}=Y_{i}\left(x, B_{1}, \ldots, B_{n}\right) \equiv \mathfrak{h}_{i}(x, c), \tag{37}
\end{equation*}
$$

combined with the inequalities:

$$
\begin{equation*}
c_{0} \leq c \leq c_{1}, \quad g\left(B_{1}, \ldots, B_{n}\right) \leq x \leq G\left(B_{1}, \ldots, B_{n}\right), \tag{38}
\end{equation*}
$$

then represent a pencil of extremal arcs that all belong to the field $\mathfrak{G}$, or otherwise stated, a surface that is defined by extremal arcs that will call an extremal surface and denote by $\mathfrak{F}$.

Any closed continuous curve in the region $\mathfrak{B}(38)$ in the $x, c$-plane will likewise correspond to a closed continuous curve on the surface $\mathfrak{F}$ then, which we will call a closed curve "of the first kind." As opposed to them, it is possible that there are also closed curves "of the second kind" on $\mathfrak{F}$, i.e., ones whose original version in the $x, c$-plane is not closed.

We can the express HILBERT's theorem $\left({ }^{24}\right)$ on extremal surfaces as follows:

## Theorem VII:

The HILBERT line integral will always have the value zero when it is taken over any ordinary $\left({ }^{25}\right)$ closed curve of the first kind on an extremal surface that belongs to an arbitrary field of extremals.

There is a simpler proof of that theorem that is based upon our formula (32). Namely, if:

$$
\mathfrak{C}_{0}: \quad x=\bar{x}(t), \quad c=\bar{c}(t), \quad t_{0} \leq t_{1}
$$

is any ordinary closed curve in the region (38) in the $x, c$-plane such that:

$$
\begin{equation*}
\bar{x}\left(t_{0}\right)=\bar{x}\left(t_{1}\right), \quad \bar{c}\left(t_{0}\right)=\bar{c}\left(t_{1}\right) \tag{39}
\end{equation*}
$$

then the image $\mathfrak{C}$ of it in the surface $\mathfrak{F}$ will be given by the equations:

$$
\mathfrak{C}: \quad x=\bar{x}(t), \quad y_{i}=\mathfrak{y}_{i}(\bar{x}, \bar{c}) \equiv \bar{y}_{i}(t),
$$

[^9]$$
t_{0} \leq t \leq t_{1}
$$

Since the curve $\mathfrak{C}$ is closed, it will follow from equations (32), which are true for an arbitrary field regardless of whether it is or is not a MAYER field, that when the integral $J^{*}$ is taken along $\mathfrak{C}$, it will have the value:

$$
J_{\mathfrak{C}}^{*}=\left.\int_{t_{0}}^{t_{1}} \sum_{i}\left(T_{i}\right)\left\{\frac{\partial \mathfrak{b}_{i}}{\partial x} d x+\sum_{k} \frac{\partial \mathfrak{b}_{i}}{\partial y_{k}} d y_{k}\right\}\right|^{\substack{x=\bar{x} \\ y_{i}=\bar{y}_{i}}}
$$

However, from the definition of the functions and $\mathfrak{y}_{i}(x, c)$ and due to (8), one has:

$$
\mathfrak{b}_{i}\left(\bar{x}, \bar{y}_{1}, \ldots, \bar{y}_{n}\right)=B_{i}(\bar{c}),
$$

which is why the expression for the integral will reduce to:

$$
J_{\mathfrak{c}}^{*}=\int_{t_{0}}^{t_{1}} \sum_{i} T_{i}\left(B_{1}(\bar{c}), \ldots, B_{n}(\bar{c})\right) B_{i}^{\prime}(\bar{c}) \frac{d \bar{c}}{d t} d t .
$$

If we then let $\Phi(c)$ denote an undetermined integral of the function:

$$
\sum_{i} T_{i}\left(B_{1}(\bar{c}), \ldots, B_{n}(\bar{c})\right) B_{i}^{\prime}(\bar{c})
$$

then it will follow that:

$$
J_{\mathfrak{c}}^{*}=[\Phi(\bar{c})]_{t_{0}}^{t_{1}},
$$

and due to (39), that is equal to zero, which proves the theorem.
Theorem VI. $a$ can now be proved in the same way that HILBERT did with the help of that theorem: Let $A$ be a point of the hypersurface $\mathfrak{K}$, let $B$ be any point in the field, and let $\mathfrak{L}$ be an ordinary curve that goes from $A$ to $B$ and lies completely in the field. A field extremal goes through each point $P$ of $\mathfrak{L}$. It cuts the hypersurface $\mathfrak{K}$ at a point $Q$. If $P$ describes the curve $\mathfrak{L}$ then that extremal will generate an extremal surface $\mathfrak{F}$, and at the same time, $Q$ will describe its intersection $\mathfrak{L}^{\prime}$ with the hypersurface $\mathfrak{K}$. In particular, the point of intersection of the extremal that goes through $B$ with the hypersurface $\mathfrak{K}$ might be denoted by $C$. From Theorem VII, when the integral $J^{*}$ is taken along $\mathfrak{L}$ from $A$ to $B$, that will be equal to the integral $J^{*}$ when it is taken from $A$ to $C$ along $\mathfrak{L}^{\prime}$ and from $C$ to $B$ along the field extremal. If we do the same thing for a second curve $\mathfrak{L}_{1}$ that goes from $A$ to $B$ then that will imply that $J_{\mathfrak{L}}^{*}=J_{\mathfrak{L}_{1}}^{*}$, assuming that $J_{\mathfrak{L}^{\prime}}^{*}=J_{\mathfrak{L}_{1}^{\prime}}^{*}$. With that, Theorem

VI is then proved for curves with one endpoint that lies on $\mathfrak{K}$. The extension to the general case is then obvious.

Our proof of Theorem VII likewise includes the proof of a theorem that goes back to HAHN. We would like to assume that the extremal surface $\mathfrak{F}$ is closed in such a way that initial and final extremals coincide, i.e., that:

$$
B_{i}\left(c_{1}\right)=B_{i}\left(c_{0}\right) .
$$

We would like to call the extremal surface $\mathfrak{F}$ an extremal tube in that case.
Therefore, if the curve $\mathfrak{C}_{0}$ in the $x, c$-plane satisfies the conditions:

$$
\begin{equation*}
\bar{x}\left(t_{0}\right)=\bar{x}\left(t_{1}\right), \quad \bar{c}\left(t_{0}\right)=c_{0}, \quad \bar{c}\left(t_{1}\right)=c_{1}, \tag{40}
\end{equation*}
$$

instead of the conditions (39), then its image $\mathfrak{C}$ on the surface $\mathfrak{F}$ will likewise be a closed curve, but this time it will be a closed curve "of the second kind." We would like to say that it encircles the extremal tube once. The process in the proof above will then give the result:

$$
J_{\mathfrak{C}}^{*}=\Phi\left(c_{1}\right)-\Phi\left(c_{0}\right) .
$$

However, we will get the same result when we take any other curve $\overline{\mathfrak{C}}$ instead of $\mathfrak{C}$ that likewise encircles the extremal tube once, i.e., it likewise satisfies the conditions (40). We will then get HAHN's theorem on extremal tubes: The HILBERT line integral has the same value for all curves that encircle the extremal tube once.

HAHN ( ${ }^{26}$ ) proved CLEBSCH's theorem (23) with the help of that theorem, as well as Theorem IV, by letting the extremal tube contract to a single extremal.

## § 4. - The transversal hypersurfaces.

In conclusion, the solution shall now be given to the following problem $\left({ }^{27}\right)$ : Construct $a$ hypersurface $\mathfrak{K}$ that cuts all of the extremals of a given external field transversally.

If such a hypersurface exists then we will call it a transverse hypersurface for the field.
We would like to make the problem more precise by demanding that the desired hypersurface should go through a given point $P_{0}\left(x^{0}, y_{1}^{0}, \ldots, y_{n}^{0}\right)$ inside of the field.

If the hypersurface $\mathfrak{K}$ is once more represented by equations (28) then the analytical form of the problem will read: Determine the function $\xi\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ in such a way that it simultaneously satisfies the $n$ partial differential equations:

[^10]\[

$$
\begin{equation*}
T_{1}=0, \quad T_{2}=0, \ldots, \quad T_{n}=0 \tag{41}
\end{equation*}
$$

\]

and the initial condition:

$$
\begin{equation*}
\xi\left(b_{1}^{0}, b_{2}^{0}, \ldots, b_{n}^{0}\right)=x^{0}, \tag{42}
\end{equation*}
$$

in addition, in which:

$$
b_{i}^{0}=\mathfrak{b}_{i}\left(x^{0}, y_{1}^{0}, \ldots, y_{n}^{0}\right) .
$$

Since equations (41) are included in (33) as a special case, it will then follow that the problem can be soluble at all only when the given family of extremals is a MAYER family. We assume that this condition has been fulfilled. Since equations (19.a) are true in that case, from (34), we can also write the conditions (41) as:

$$
\frac{\partial}{\partial b_{k}}\left\{U_{0}\left(\xi, b_{1}, \ldots, b_{n}\right)+S\left(a^{0}, b_{1}, \ldots, b_{n}\right)\right\}=0 \quad(k=1,2, \ldots, n)
$$

then, or:

$$
\begin{equation*}
U_{0}\left(x, b_{1}, \ldots, b_{n}\right)+S\left(a^{0}, b_{1}, \ldots, b_{n}\right)=c \tag{43}
\end{equation*}
$$

in which $c$ is a constant that is independent of $b_{1}, \ldots, b_{n}$ and whose value is determined from the initial conditions (42):

$$
c=U_{0}\left(x^{0}, b_{1}^{0}, \ldots, b_{n}^{0}\right)+S\left(a^{0}, b_{1}^{0}, \ldots, b_{n}^{0}\right) .
$$

Our problem is then reduced to solving equation (43) for $\xi$, in which is essential that the function $S\left(a^{0}, b_{1}, \ldots, b_{n}\right)$ should be independent of the choice of function $\xi$. If we write:

$$
U_{0}\left(x, b_{1}, \ldots, b_{n}\right)+S\left(a^{0}, b_{1}, \ldots, b_{n}\right)=H\left(x, b_{1}, \ldots, b_{n}\right)
$$

then:

$$
\frac{\partial H}{\partial x}=f\left(x, Y, Y^{\prime}\right)
$$

We now make the assumption that:

$$
\begin{equation*}
f\left(x, Y, Y^{\prime}\right) \neq 0 \quad \text { in } \mathfrak{A} . \tag{44}
\end{equation*}
$$

The discussion pertaining to equation (43) will then easily imply the following result: If $\mathfrak{B}_{c}$ denotes the subset $\left({ }^{28}\right)$ of the set $\mathfrak{B}$ for which the inequality:

[^11]$$
H\left(g\left(b_{1}, \ldots, b_{n}\right), b_{1}, \ldots, b_{n}\right) \leq c \leq H\left(G\left(b_{1}, \ldots, b_{n}\right), b_{1}, \ldots, b_{n}\right)
$$
exists then for every system of values $b_{1}, \ldots, b_{n}$ that belongs to the set $\mathfrak{B}_{c}$, equations (43) will have one and only one solution that satisfies the inequality:
$$
\left(g\left(b_{1}, \ldots, b_{n}\right) \leq \xi \leq G\left(b_{1}, \ldots, b_{n}\right)\right.
$$
namely:
$$
\xi\left(b_{1}, \ldots, b_{n} ; c\right)
$$
and the equations:
$$
x=\xi\left(b_{1}, \ldots, b_{n} ; c\right), \quad y_{i}=Y_{i}\left(\xi, b_{1}, \ldots, b_{n}\right)
$$
will then represent the desired transverse hypersurface of the field that goes through the point $P_{0}$. We have then arrived at the following theorem, which, in turn, expresses a different form of the necessary and sufficient conditions for the validity of the independence theorem:

## Theorem VIII:

Under the assumption (44), one and only one transverse hypersurface goes through each point inside of a MAYER field. Conversely: Each family of extremals for which there is a transverse hypersurface is a MAYER family.

Freiburg i. B. on 21 January 1911.
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