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By Friedrich Engel
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Translated by D. H. Delphenich

The invariant theory of a singlefaff equation has been dealt with for some time
now, but almost everything remains to be done for systérR$aff equations. A small
first step into that topic shall be made in what fokow

In 81, | shall recall the connection that exists betwéenstystems:

(1) iam(xl,...,x])dxzo w=1,..m

of mindependenPfaff equations and systems:

2) Akf:iﬁki(xl,...,xq)g—;:o K=1,..n—m

of n — mindependent linear first-order partial differentduations. Although that
connection has been know for some time, | stilidwel that it must be briefly recalled in
order to ease the understanding of the remainirggpaphs.

In 8 2 and 83, | shall develop two different methods for dertyinew systems of
Pfaff equations from a given one that are invarianthkdd with the original system.
Those two methods are new. However, in particulaquld like to draw attention to the
simple, but important theorednon pp. 8, which is the basis for the method 8 §

Finally, in 84, | will give a complete invariant theory of systewf two independent
Pfaff equations in four variables.

§1.

One can interpret any system (1)Rs&ff equations in two different ways:

First of all, one can regard it as a system ofeddintial equations, and one
correspondingly poses the problem of determiningsgbtems of equations in the
variablesx, ..., X, that fulfill (1); that is, all systems of equatg&n
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@3 (X, ..., X)) =0, ceer - Py (Xg, ..oy %) =0
that are arranged in such a way that the equations {entrue by means of:
®1=0, ...,04 =0, d®, =0, ...,.ddy=0.

However, in the second place, one can also regamguidnatitiesdx, ..., dx, in (1) as
the infinitely-small increments that an infinitesinb@nsformation:

of of
Xf= gzl (X]_, ,Xn) —+ ... +§(n (Xl, ,Xn) —_—
0%, 0x,
of the variablesq, ..., X, experiences. From that standpoint, (1) defines a faafily

infinitely many infinitesimal transformations, namelthe totality of all infinitesimal
transformation f that satisfy then equations:

(3) iam(xl,...,x,)gﬁzo w=1,..m

identically. The next problem would then be: Detere all systems of equations i
..., Xn that admit all of those infinitesimal transforneets; in general, that problem will
be different from the one above.

Now, let:

=Xy X)), ey =& (X %) (k=1 ..n-1)

be n — msuch systems of solutions of equations (3) such beawveen then — m
infinitesimal transformations:

X f = iﬁ(%nw@% (k=1,...n-m),

no identity of the form:

Q(]_ (X]_, ,Xn) D(lf'l' +§(n—m (X]_, ,Xn) D(n—mf: 0

exists, in which do not all vanish; the expression

(4) X1 (X, o Xn) DX F+ L+ X (X, ey %) DX

with the n — m arbitrary functionsy: , ..., Xa-m then represents the totality of all
infinitesimal transformations that defines the ewst(1) in the basis of the second
viewpoint. The expression (4) then seems to bg ardifferent notation for the system
of Pfaff equations (1) for the viewpoint in question. Tleaplains the fact that the
system (1) and the expression (4) are invariaimked with each other: Each of them is
determined uniquely by it and conversely, and #lation in question between the two
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will remain preserved when one introduces new independeiatoles in place ofy, ...,
Xn. In particular, it is clear that any transformation:

X =Fi (X, ..., Xn) i=1,...,n

that leaves the system (1) invariant will also take tblity of all infinitesimal
transformations (4) to itself, and conversely.

If we set all expressions of the form (4) equal to zbem we will obtain the system
of n — mindependent linear partial differential equations:

X]_f: 0, ...,Xn—mf: 0,

which are naturally likewise coupled invariantly with gystem (1).

An invertible single-valued correspondence exists betwgstems om independent
Pfaff equations (1) and systemsmot mlinear partial differential equations (2): Every
system of the one kind is associated with a systetheobther kind in a single-valued
and invertible way.

One obviously obtains the system (2) that corresponds goven system (1) by
setting all (n + 1)-rowed determinants in the matrix:

o ... o
0x, 0x%,
all aln
aml amn

equal to zero. On the other hand, one will get theery¢il) that corresponds to a given
system (2) by setting alh(- m+ 1)-rowed determinants of the matrix:

ﬁll ﬁln
ﬁn—m,l IBn—mn

equal to zero. If a system (1) is given in solved form:
1) A% =D apae, WX = 0 w=1,..m
k=1

then one can also write down the corresponding syéP@nn solved form directly; it
reads:
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of of
2 Wi f ==+ =0 k=1,..n-n.
(2) o ;amﬂ(,ﬂ ox, k m

Those remarks shall suffice for what follows.

§ 4.

The aforementioned two possible viewpoints for considea system ofPfaff
equations will lead us very easily to a new systerRfaff equations that is invariantly
coupled with the original one.

Let a system omn independenPfaff equations be given in solved form:

(5) Dy=dx = D ap., 0%, ,=0 w=1,..m.
k=1

If we interpret thedx, ..., dx, in them as infinitely-small increments that the ..., X,
take on under an infinitesimal transformation thenwassaw above, (5) will define
infinitely many infinitesimal transformations whogeneral symbol is coupled with:

(6) W= x1 (X1, ooy Xn) Rl F+ o0+ 0 (Xay -0y X)) UL,

in which them.« f possess the form that was given in (2).

The family of infinitesimal transformations (6) is anantly linked with the system
(5). If we then imagine that all infinitesimal trémsmations (6) have been performed on
the system (3) then we will necessarily obtain a sgstem ofPfaff equations that are
invariantly linked with the system (5).

Upon performing the infinitesimal transformatidnf, the system (5) will go to:

7) A, + StONA, =0 w=1, ...,m),

in which dt denotes an infinitely-small quantity, awlA, possesses the valu®: (

m—m

WAﬂ:d (WA/I) _zwam+k,;1 dek_zam k,ul:t(w Xn l)
k=1

k=1
However, that will imply that:

WAL= D X B, + > Ay {2 X, = D0 o B X )
k=1 k=1 =1

so one has:

() Cf., Theorie der TransformationsgruppeRart One, written bophus Liein collaboration with
Engel, 1888, Teubner, Leipzig, and esp. pp. 529, 530.
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WA/I = ZXm+k(X) @[rm kA,u
k=1

Therefore, if we consid€fm.1, ..., xn to be arbitrary functions of their arguments tien
will see that equations (7) can be replaced wighfthlowing ones:

(") 0[1=0,..,0n=0, Anxl1=0, ... AmkxAn=0, k=1,..,n—n.

In order to actually exhibit the system of equasid7), we remark that for every
functionf of x4, ..., X», the equation:

(8) ar=3 0 A S, fmx,
=1 0X,, =1

exists identically. With the help of that identitye get:

m+k— u
(©) a
n-m m am+'y
= Z(leﬂ- A, — ™A [a g, ) dx J+Z AN
j=1 = OX,

and with the use of the abbreviation:

(10) Q[mﬂ' Ak = Ak Q[mﬂ' f= sBjk f,
it can also be written:

n-m m aa "

j=1 =1 T

Therefore, the system of equations (7) will hawefdrm:

(11) A, =0, rf%jkxﬂmxmzo w=1,...m;k=1,...n-n
and we will then have: -

Theorem 1:

If:
(5) Ay:d&,—gawkﬂdxwkzo w=1,..m

is a system of m independent Pfaff equations indhables x, ..., X, , and if:
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of = of
Ui = +>a ., —=0 k=1,...n—n
" Xm+k ;. k”uaxp

is the associated system of n — m independent linear partial difedreqtiations then
the system of Pfaff equations:

or when written out more thoroughly, the system:

dxp_zam+k,p dek:O’

(12) . k=
DU O =W (O OX 0 Z0 (=1, m =1, n—m),
k=1

is invariantly coupled with the syste8).

In some situations, the system of equations (1if)omincide with the system (5)
itself, namely, when the expressiofs; f all vanish identically. In those cases, the

system of equations (5) admit all infinitesimalnséormations (6), so it will be integrable
without restriction, and the equations:

A1 =0, e AUnf=0,

define a completen(— m-parameter system.

Naturally, the system (12) can also be interpreteduch a way that it defines a
family of infinitesimal transformations. The infiesimal transformations of that family
are then distinguished by the fact that they al&the system of equations (5) invariant.

In fact, should the infinitesimal transformation:

Xf=2<ﬁ(>q,---,>a)g—;

leave the system (5) invariant, it would be neassaad sufficient for then expressions
X A, to all vanish by means of (5). Now, if the infesimal transformationX f that are
all defined by (12) have the form:

X f:zgmwtk;‘)lrmkf !
k=1

in which theén« fulfill the equations:

(13) DA% iy A O i Em =0 w=1,...m:;j=1,...n—n)
k=1
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identically, then one will then have:
X A,u = zgmwtk;‘)lrm kA,u !

k=1

or, with the use of formula (9) and the identities (13):

m
g m+k;1
m+k rr’

k=1 m=1 rr
which actually vanishes, due to (5).
As a result of that, one will have:
Theorem 2:

If:
(5) Dy=dX = D ey, IXp = 0 w=1,..,m
k=1

is a system of m independent Pfaff equations indhables x, ..., X,, and if:

Q[m+kf -

+Z mﬂwa =0 k=1,...,n-m

+ K

is the associated system of n — m independentr lpeadial differential equations then
the systen5) will admit all transformations:

szgg‘i(xl,...,&)g—;,

in which %, ..., X, experience infinitely-small increments;dx.., dx, such that the
equations:

DNy=0, Ak D=0 @=1,...m;k=1,...,n=n)

are true identically, or what amounts to the sarhend, it admits all infinitesimal
transformations X f that fulfill the equations:

n-m

g,u _zam+k§(wk20,
k=1

n-m

(Q[mwtkam»L j,,u_g‘)lm Jam k,u)gm k: O
k=1

(11)

<
I

1....m;j=1,.. n—-m)

identically.
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Obviously, the aforementioned infinitesimal transforowdi can also leave the
system (12) invariant, which is coupled invariantly with, (& the former is integrable
without restriction:

Theorem 3:

The system of Pfaff equatiofi®) always integrable without restriction.

8§ 3.

In this paragraph, we shall develop another methodridimiy a new system déffaff
equations from a given one of the same kind that is invdyiaoupled with the original
one. The method in question is based upon the followipgrtant theorem, which has,
however, remained unnoticed up to now:

Theorem 4:

The system of n — m independent linear partial differential equations:

(15) Akf:i’gk‘(xl"”’x“)g_izo k=1, ..,n—-m

is invariantly coupled with the system of equations
(16) Af=0,  AAT-AAT=(AA)=0 kj=1,...n—m.
That theorem says two things:

Firstly: The system (16) is determined by the system ({idgpendently of the form
upon which one bases (15). Hence, if:

ka:rfwkj (X1, ..., X)) AJF=0 k=1, ..,n-n

is any other form for (15) then the system of emunst
kaZO, Bkij—BjkaZO (k,jzl,...,n—n)
will be equivalent to (16).

SecondlyWhen one introduces the new variables:

X =F (X, ... %) (=1,...,n),
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Acf will be converted intcCy f, and therefore (15) will be converted into:
Cif=0, ...,Cimnf=0,
so the system (16) will keep the same form inthe
Ccf=0, CCGf-CGCf=0 j=1,..,n=-n.

The first statement is immediately clear, while gecond one follows from the
known theorem that the expressi@pA; f — Aj A¢ f goes to th&S C; f — C; C f when one
introduces the new variables (cf., Theorie der Transformationsgruppeh pp. 84,
Theoren?).

Theorem4 will also be true when th@ — m equations (15) are not mutually-
independent, so as a result, it can be applied directheteystem (16). In that way, one
will then see that the system:

f=0, f- AAf=0,
an { ( A ANT=AR

(A(AA))=0, ((AAXAA)=0 (kjhEL. ,mm

is invariantly coupled with (16). However, that explaihe fact that is also has that
relationship to the original system (15).
One can, in turn, apply Theorehto (17), and so on.
One might expressly state a theorem here that isioak implicitly in Theoremd:
Theorem 5:

If the system of n — m linear partial differential equations:

(15) Akf:i’gk‘(xl"”’x“)g_izo k=1, ...n—-m

is invariant under the transformation:
X =F (X, ..., %) (=1,..,n)
then the same will also be true for the systengoégons:
(16) Af=0,  AAT-AAf=(AA) =0 kj=1, ..n—m.
The system (16) in this theorem can be replacéd (@i7), and so on.

The two theoremd and5 can now be adapted to system$?&ff equations with no
further discussion. Indeed, froml8a system oPfaff equations is determined uniquely
by (15) and (16), and that explains the fact thaystem ofPfaff equations belongs to
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(16) that is invariantly coupled with the one that belotmggl5). For more convenience,
we then imagine that equations (15) are given in the dddbsen:

f s f
(15) ek f = 9 +Zaki(xl,...,>qq)a— =0 k=1,...n—m,
tk =L ax,u

so we will obtain the following theorem from theordm
Theorem 6:

The system of m independent Pfaff equations:

(18) A% = D e (Koo X)) Xy, = 0 w=1,..,m
k=1

is coupled invariantly with the system of Pfaffaeuns that corresponds to the system of
linear partial differential equations:

Q[m+kf = af

W of
+>a,,—=0,
; ku axﬂ

+k

16
(16) = of .
(Q[m+k2[m+j):z(2[mkamkp_2[mka m,;q)_:O k,j=1...,n-m),
4=1 OX#

and it follows from Theorers that:
Theorem 7:

If the system of Pfaff equatioi3) remains invariant under the transformation:
X =Fi0 ) (=10

then the same thing will also be true for the aysté Pfaff equations that corresponds to
the systen(l6).

When the system (18) is integrable without restg all @, Amsj) Will vanish

identically, so the system #ffaff equations that corresponds to'§ill coincide with
(18), and Theoreré will not yield anything new. On the other harfdhe system (18) is
not integrable without restriction then it can happthat (19 includes preciselyn
mutually-independent equations. In that casestistem ofPfaff equations that belongs
to (18) will collapse to 0 = 0, and Theoredrwill likewise say nothing new.

We will obtain a truly new system &ffaff equations that is invariantly coupled with
(18) from Theoren® iff (18) is not integrable without restriction ati6) includes less
than n mutually-independent equations. If those condgicare fulfiled and the
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mutually-independent equations in ()L8o not define a complete system then we can
once more apply Theoretto the system oPfaff equations that belongs to (16) and
then possibly obtain a new systemRfaff equations that is invariantly coupled with
(18). In some situations, we can find a whole seriesiofi systems.

If m= 2 and (18) is not integrable without restriction tif26&) will include three
mutually-independent equations. We can then state theetheo

Theorem 8:
Every system:
(19) dx, — an-1, A1 —an, X = 0 w=1,...n-2)
of n— 2independent Pfaff equations in>n3 variables ¥, ..., X, is invariantly coupled

with a system of & 3 independent equations of that kind. The same thing will be
obtained by setting all four-rowed determinants of the matrix:

dx eodx o, dx, dx
(20) A1 An-1n-2 1 0
On1 0o 1

A o, ~2Aa ., - A g ~2Aa, 0 0

equal to zero, in which the symb@ls-; f and%(, f possess the form:

oF 2 of
N g = +Sa_ k=1, 2).
" X 20k ﬂzl 2 ox,

Similar theorems are true for=n-3,n> 6, form=n-4,n > 10, and so on.

One can make a remarkable application of The@em

Pagedetermined all primitive groups of four-fold extended spaceisrdissertation
(American Journal, V10, pp. 293-346). His proof encountered special difficulties due t
the fact that certain groups in that space were not foreni The ones in question are
transitive, and behave as follows, in addition: If dxe@s a point in general position
under such a group then a plane pencibbfdirections in the projective space of
directions that go through the point will remain irigat, but not a plane bundle of
directions.

On the basis of TheoreB) one can easily prove that the groups that are defined in
that way are all primitive.

In fact, it is clear that any of the groupsRinthat we speak of will leave a system of
two independenPfaff systems in four variables invariant, but not a siij&f equation
in those variables. Now, if that system is not inabdgr without restriction then, from
Theorem8, there must be Bfaff equation that remains invariant under the group, but
that is a contradiction. As a result, the systdnfPfaff equations considered must be
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integrable without restriction and possegsdoubly-extended integral manifolds that fill
up the four-fold extended space precisely once and determitezamposition of it.
Naturally, that decomposition remains invariant under treugr and the group will
therefore be imprimitive.

The rather long-winded calculations by means of whiage proved the
imprimitivity of the group in question are avoided by thgusment that was just
presented. Nonetheless, the service Bagfeperformed remains undiminished, since on
the one hand, he was the first to determine all prijroups of the four-fold extended
space, and on the other hand, his treatise yielded wgpgriant contributions to the
determination of all transitive groups on that space.

§ 4.

The theorems that were obtained allow us to develepnthariant theory of systems
of two independer®faff equations:

(21) DA% %) dg = 0 w=1,2)

in four variables completely.

We can address the case in which the systemg2ifeigrable very easily.

Namely, if it is integrable without restrictionmp@ if uy (X, ..., Xa), Uz (X4, ..., Xq) are
two independent integral functions of that systdmant if we introduce two suitable
functionsus, us of thex as independent variables, along withu,, then we will get the
simple form for it:

(21) dw =0, dw, =0.

On the other hand, it is indeed integrable, buitwithout restriction, and ¥1 (xi, ...,
X4) IS an integral function the we introduce new ahlesv;, ..., v4 and get:

4
(22) dw =0, > o/(v,...,v,)dy = 0.
i=2

In these equations, if we considerto be a constant then:

Gdw+odi+ o dy=0
will be a non-integrabl@faff equation in the variables, vs, v4, and from the theory of
the Pfaff problem, they can then be brought into the fadua — us du, = 0 by a
transformation of the form:

U = ¢ (W1, Vo, V3, Va) i=234).

Finally, if we setv; = u; and introducels;, Uy, Us, Us in (22) as new variables then that will
give:
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(21" du =0, dw, —uz duy, = 0.

The system (21) can then be brought into that form utiteerassumptions that were
made.

The interesting case in which the system (21) is negmable at all still remains. We
would now like to treat it.
For the sake of convenience, we think of the system (2beang given in solved

form:
(23) { A =dx —ay(X,..., X) %=  %..., %) dx=0,

B, =dX = By(X%y.., %) A= B %..., %) dx=0.

Since it is not integrable, there will then be no fiows o, and o, of g, ..., X4 such that
the expressiom A; + o> A, is a complete differential.

Our first task is to exhibit the system of linear pariéferential equations that is
associated with (23). It reads:

Ajf :i+agi+ﬁ3izo’
(24) 0%, 0% 0%,
of of of

f=—+a,—+3,— =0,
A 6X4 4axl '846)(2

and it is certainly not a complete two-parameter systaeder the assumptions that were
made. It follows from this that the expression:

Po Au—AuAgf =B f= (Ag a1~ A 1) %HAG&—AG&);—;

2
does not vanish identically, and that the three equations
(24) Asf =0, AT =0, Bf=0

are mutually independent.
The system (24 now corresponds toRfaff equation that is coupled invariantly with
the system oPfaff equations (23) by Theoreénpp. 10. It possesses the form:

dx dx, dy dx
a, B, 1 0 o
a, B, 0o 1|

Aa,-Aa, A%:B4_ A4:83 0 0

or



Engel — On the invariant theory of systems of Pfaff equati 14

(25) A=Asfr—As ) D1~ (As aa—As a3) D2 = 0,

which can also be written as:

(25) A=Bx [ -Bx =0,

so it is obviously not integrable. We conclude from tha& of the two equations:
(26) AsBf-BAf=C3f=0, ABf-BATf=Csf=0,

in any event, one of them is independerBbf 0, so the determinants:

(27)

Bx B&‘
C,x Cx|

Bx B&‘
Cx GX%

do not both vanish identically in any case.
We shall now apply Theorety pp. 5 to thePfaff equation (29. That is, we form
the system oPfaff equations:

(28) A=0, AsA=0, AA=0, BA=0,

which is invariantly coupled with the equation (R%and therefore also with the original
system (23), from the theorem in question.

In order to actually exhibit equations (28), we next pointtat for every functiofh
of X1, ..., Xs, We have the identity:

(29) df= O A + 90 A 4 At i + Ad f i .
0% 0%

By means of it, one gets (cf., pp. 5):

As D =das — Az as [Hxs — As as (X

_ 0a;

D+ oa,
0%, 0%

mz —BX]_EUX4,

and

%Azz%ml+%m2 _BXZEUX4,
0% 0%

so one will have:

Jda )¢ oa (o4}
A=A;Bx [N\ —-Az3Bx [\, + SMBx, ———=[Bx |A, + SBx—-—=[Bx|A .,
AeAeleAo,lz[axleaxl ’ijl(a@&axz )sz
which can be written as follows:
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AsA:(Ao,BXz—BAGXZ)Al—(AGBXl_BAGXl)Az_I_(603+%jA,
ox, 0%,
such that we get:

Az A =C3x N\ —Caxg N\ + %+%jﬂ,
ox, 0%
and likewise:

AL A =Cs X N1 —Cyxq N + 60'4 +%jﬂ.
0% 0%,

Now since the determinants (27) do not vanish, as weabakk, we see immediately
that the system of three equations:

A=0, AsA=0, AA=0

is equivalent to the system of equatidias= 0,A, = 0.
Moreover, all that remains is to calculate the eqodid = 0. We find that:

BA:d(B Xl)—B a3 EUX'g—B ay EUX4,
=d (B x) —B As xq X —B Ay xg (X,
which yields:
BA1 =C3x [+ Cs xo [+ 01 (N1 + o 2

with the use of the identity (29). We likewise get:

BA,=C3xo Mg+ Caxo X+ i N1 + B [N,
SO

BA:(BXzEC:gX]_—BXlEC:ng) d)@,+(BX2|:C4X1—BX1|:C4X2)d)(4+@j_ml+@mz.

We see from this that (28) can be replaced withhreetindependent equations:

(30) { dx —a;dx-a,dx=0, dx-f, d-5, d5=0,

(BXIC, - Bx0OG ¥ dy+( BYJG ¥ BX ¢ Xx dxO0.

This system (30) is invariantly coupled with tR&ff equation (29, as well as with the
original system of equations (23).

If one interpretslx, ..., dx in the known way as the infinitely-small incremelnait
an infinitesimal transformation gives to the variabdes..., x4 then (30) will determine a
family of infinitesimal transformations whose genesyimbol can be easily given.
Namely, if one sets:
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Bx BX

(31) Df=
C,x GCx

BX B&‘
C,x G, %

o

and one understangsto mean an arbitrary function gf, ..., x4 then the general symbol
under consideration will read simply (x1 , ..., X4) OD f . However, the system of
equations (30) is only another form of (28), &ad = 0,A4f = 0,B f= 0 is the system of
linear partial differential equations that belong to ®#aff equation (29, so from
Theorem2, pp. 7, thePfaff equation (29 will remain invariant under all infinitesimal
transformations of the forpa (xq, ..., %) [D f.

We now introduce new independent varialyles..., y4 in place ofx;, ..., X4 that are
chosen in such a way that the infinitesimal transfoionaD f will assume the fornaf /
dy: . Obviously, the system (30) will assume the form:

(30) dy.= 0, dy,= 0, dy;=0

in those new variables, and th&ff equation (25 will assume this form:

(25") By + Bdys + S dys = 0,

in which are free of,, since (25) must clearly admit all infinitesimal transformatsoaof
the form ¢ (y1, ..., ya) Of / dys . However, since thé&faff equation (2% is not

integrable, we can imagine the variabjesy., y; as being chosen in particular such that
(25") takes the simple form:

(25"') dyz —-VY3 dyl =0.

The system of equations (23) likewise takes on a new forour new variables.
That form will be necessarily free df,, since (23) is contained in the system')3@nd
the latter assumes the form (30), which is freeyaf. Moreover, the new form of (23)

must include the equation (2bin any case, since (23) includes equatior)(Z® it will
take the form:

(23) dyz —V3 dyl =0, dy3 — a)(yl , ...,y4) dyl =0.

If we combine the results up to now of the foregoing pagaws then we will get the
remarkable:

Theorem 9:

Any system of two independent Pfaff equations:

(32) D A4 x) =0 @=1,2)
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in four variables can be brought into one of the three forms:

(32) dyl = 0, dyz = 0,
(32" dy, —ysdy; =0, dy,=0,
(32) dy: —yzdys =0, dys —ysdy; =0,

by the introduction of new independent variables y.., y2, according to whether it is
integrable without restriction, with restriction, or not at all, pestively.

It is then easy to give the invariant properties thatrairary system (32) of two
independenPfaff equations possesses under all transformations of thedoiablesx; ,
..., Xa. Namely, ifU; f = 0,U, f = 0 is the system of linear partial differential equrad
that belongs to (32) then the invariant properties in guestill be nothing but the
following two numbers: Firstly, the number of mutualygependent equations among
the equations:
Ulf:0, sz:0, U1U2):0,

and secondly, the number of mutually-independent equatioosgam
U f=0, U, f=0, Ui1Uz) =0, U1(U1Up)=0, U2 (UL Uy)) =0.
All groups of four-fold extended space that leave a ntegnmable system (32)
invariant can also be characterized in a very simplg an the basis of Theoredn
If a group in the variables , ..., x4 is given that leaves a non-integrable system (32)

invariant then we imagine introducing new independent vagablg, y’, y” such that
(32) will take on the form:

(33) dy —ydx=0, dy —y’dx=0.
Naturally, from the original group, a groupxny, y*, y” will leave (33) invariant. Now,
it emerges from the investigationsAfV. Backlund in Mathematische Annalen, Bd. IX,

pp. 297 et seq. that any transformation x vy, y’, y”that leaves (33) invariant will arise
from a contact transformation:

X=X XY, Y), Y=Y XY, y), Yi=P (XY, y)
of the planex, y by extension. As a result, one has:
Theorem 10:
Any transformation group of the four-fold extended space that leaves a non-

integrable system of two independent Pfaff equations invariant wilhtokasito a group
that arises from a group of contact transformations of the plane x, y masway that
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one extends the transformations of the latter by adding the second diffiegaiatient of
y with respect to.x




