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1. — If a system of PFAFF equations:

(1) DsEdms—Zm:asi dx =0 =1,...,n—n)

i=1

in the variablex, X, ..., X, is given, and idx, dx, ..., dX, (X1, Ko, ..., K, resp.) are
two independent systems of variations for ththen from a remark oEngel (%), the
system of equations:

@ Gms= Y, 0, Be= Y2, 3%,
®) Y (da, 8% -0a, d)=0 =1, ..n-m

i=1

will be invariantly coupled with the system (1).quations (3), which we would like to
refer to briefly as théilinear covariantsof the system (1), will reduce to the form:

(4) >

k=1 i

3y, dX % =0 6=1,..,n—m

m m
=1

by means of (2). In this, one has:

(5) Aiks = — &is = A ask— A« asi

when one sets:
of & of

(6) Afs—+ — i=1,..m),
axl s=1 aS aanLs

to abbreviate. The rank) (K that the matrix:

() These Berichte (1890), pp. 207.
() Thatis, the order of the highest minor that does/anish identically.
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(7)

Z aiksAk
k=1

possesses for arbitrary values of the ..., X,, and the quantityl is consequently an
invariant of the system of equations (1). In what folpwe will refer to the numbe¢
as thecharacterof the system (1). K =0 — i.e., albys vanish — then the system (1) will
be integrable without restriction, and when one introdgcégable new variables, it will
take on the form:

dyl = 0, dyz = 0, veny dyn_m =0.

The numbem — mof equations (1) is therefore the only further invariahthe system

(1). The study of the next-higher cdée 1 defines the subject of the present article.

2. — We start with a consideration that is valid for anyiteary Pfaff system (1).
Because of (6), the most general infinitesimal tramsé&tion:

&, of
(8) Xf= ;gﬁ &
that satisfies the conditions:
9) &mszzm‘,asia (s=1,...,n—-m
will have the form: -
(10) > AT,

in which the & mean arbitrary functions of the FromEngel (), the family of
infinitesimal transformation is invariantly coupledtiwvihe system (1). We would next
like to determine those transformatioXsf of the family (10) that take the system of
equations (1) to itself); i.e., that satisfy the identities:

(12) XUs=0 c=1,....n—-m

by means of (1). Since the left-hand side of (11) canriteen in the form:
ddmes — zasi d¢; _z X g, ldx = d(5m+s_zasi€(ij+2(dasil-_‘l(i_ X g;0dy,
i=1 i=1 i=1 i=1

the conditions (11) will go to the following ones:

() These Berichte (1889), pp. 158,seq.
(> Ibidem pp. 160gt seq.
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(12) Zm:fkakszo (=1,..m;s=1,...,n—-n)

by means of (1) and (9). Hener,— his the rank of the matrix:

0 Ay 0 Gy 0 A, 0 Gy, 0
(13) & 0 Qg Gy 0 R - - Y F
A1 Gy 0 Qo Q. o 0 Qs

iff there existh linearly-independent transformations:
(14) Xif, Xof, .., Xn f

of the family (10) that take the system of equationgd@lijself. Engel showed that the
equations:

(15) le:0, Xzf:0,..., th:0
define a complete syster).( That assertion can also be verified in this wiyif

o, _ of : of
X f= L — X, f = hall
IZ;,% 0)(, k ;gkl 0)(|

are two infinitesimal transformations of the family0j that take the system (1) to itself
then that will also be true for the transformatiof Xs) . In order to show thaiX( Xy)
again belongs to the family:

(16) A X fF+ X+ o+ A X T,

it will suffice to prove thatX; X) is included in (10). One now has:

(X %) = [Zf AEDE, Afj

1=1 1=1

=3V AL TAT-EAETAN D E £ (AN

11=1 ir=1

M=

=
!

m

EZAjf[fn'Aﬁgij _<(k|’lb‘ﬂ(1}+i{ G (AN

j=1 jl=1

() Loc. cit, pp. 165, Theorem 3.
(®) Cf., the analogous proof forRiaff equation byEngel, these Berichte (1896), pp. 418.
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However, since one has:

17 i AY) = S ay,——
( ) (A‘J ) ; il axm+s
identically, the second term in the expression ¥KrX) will vanish identically, due to
(12), which was to be shown.

If we assume, to fix ideas, that equations (15) are solioiol of Y e of then

O X,
then — hsolutionsys, Yz, ..., Yo+ Of the system (15) will be mutually-independent with
respect to<, ..., Xm-h, Xm1, ..., Xn . 1T We write:

(18) Yn-h+k = Xn-h+k k=1,2,..h

then we can introduce tlyeas new variables in place of tkewhich will make the family
(16) take on the form:
h

(19) Yo,

k=1 ayn h+k

in which one understands tlaeto mean arbitrary functions f, ..., y,. If the system
(1) now goes to:

(20) i“,[z’sidyi (s=1,....n=n

under our transformation of variables and the most genemsformation (8) of the
family (10) goes to:

h of
iZ:l‘,m(yl,---, yn)a
then one must have:

(21) iﬁsini =0 c=1,...,n—m),

since the relations (9) express an invariant katghip between the infinitesimal
transformation (8) and the system (1). Howevergesithe infinitesimal transformation
(19) belongs to the family (10) for any arbitragrh of the g, equations (21) must be
fulfilled for:

ni=0 i=1,..,n=-1h, Nk = Ok k=n-h+1,...,n);

i.e., the coefficients of the differentials of tveriables in the system (20) must all vanish.
The £ can depend upon ony, ..., Yo, Since equations (20) admit all transformations
(19), moreover. Conversely, if the system (20)spsses that property then it will admit
all transformations (19); i.e., equations (12) hiawnd onlyh systems of solutions. That
then implies the:
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Theorem I:
In order for aPfaff system(1) to be reducible to a system of equations in n — h

variables (and no less) by introducing new variables, it is necgssat sufficient that
the matrix(13) must possess the rank n — h

3. — From now on, we introduce the assumption that thtesyEl) has charactene
Now, since not all bilinear covariants vanish identicaityfix ideas, we can assume that
the first of the covariants (4) is not zero. Oné#é thien have identities of the form:

(22) ks = Us Ak (s=2,...,n—-mi, k=1, ...m

(which are always fulfilled in the case = 2). Equations (12) reduce to the following
ones:

(23) ifkaklzo (=12 ..m.

Hence, if 2/is the rank of the skew-symmetric matrix:
(24) |[aua || (k=1,..m)
then corresponding to the systemmof 2v independent solutions of equations (23):

(25) ERLEN, &R, k=1,2,..m=-2v)

there will be an i — 2v)-parameter family of infinitesimal transformationsathis
invariantly coupled with (1), namely:

(26) o XOTF+ 0 XOO+ ... +pona XV F,

which will take the system (1) to itself and will be tamined in the family (10). In this,
one sets:

s of
X(k) f= Q(i(k)_’
24" 5

and the &™) will be included in the quantities (25) by means of the wmiati(9). We

m+s

briefly refer to the numberi2as therank of the system (1).

4. — If one introduces the solutions:

(27) yll y21 ---,Yn—m+2v
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of the complete system:
(28) xWf=0, x®@f=0, .. X™f=p

as new variables in equations (1) then those equationsedilce to a system af— m
equations in the variables (27) that we will think of asippeiolved in the form:

2V
(29) dyors= D Ba(Yreeos Yoma )Y, (5=1,2,...n—1).
i=1

The bilinear covariants of (29) naturally reducerbgans of (29) to a single one; i.e., if
one sets:

Bifsi+2ﬁsil (=12 .2
6Y| i=1 6y2|/+s
Bk Gsi — B sk = biks
then one will have:
biksE,Osbikl (s:2,...,n—m;i,k: 1,...,2/),

and the rank of the system (29), which agrees thidhof the matrix:
(30) [|bika || i,k=1,2, ..., 2),

will be 2v . If one sets:

(31) yi=¢1

in (29), in whichc; means an arbitrary constant, then one will getaéf system im — m
+ 2v— 1 variables of character otimat has rankv — 2. In fact, the rank of the matrix:

”bik]_ (C]_, Y2, ---,yn—m+2v) ” Q, k= 1, 2, . 2/),

cannot be > 2 — 2, since it is skew-symmetric and of odd ordber, it also cannot be <
2v — 2 as long as; remains arbitrary, since otherwise the determirtd®j would have
rank < 2.

The functiony; in this is an arbitrary solution of the compleystem (28) (in the case
of m= 2n, it will be an arbitrary function of) that is subject to only the one constraint
that the relatiorly; = 0 must not impair the linear independence oféqus (1); i.e.y:
cannot be a common solution of the equations:

(32) A f=0, Af=0, e Anf=0.

The possible integrals of (32) are naturally ineldé&mong those of (28).
The invariance of the rank/Ziow implies the following:
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Theorem I1:

If the Pfaff systen(1) has characteone and rank2v, and one further expresses one
of the variables x — say; x in terms of the x ..., X, and the arbitrary constant;dy
means of the relatio(B81), in which y is an arbitrary solution of the systef@28) that is
independent of the integrals of the sys{82), but an arbitrary function of the; ¥ the
case nm= 2v, and one substitutes the value thus-obtained in the sy$)etren it will be
converted into a syste(t’) with n— 1variables that has character one and r&hk— 2.

5. — We can once more apply the same process to the siijenwe first form the
m— 2v + 1-parameter complete system in the 1 variablesc, ..., X, that belongs to (1
and is analogous to equations (28). k&t be an arbitrary solution of it that satisfies the
condition thaty, did before, and naturally depends umenin addition toxy, ..., X, . If
we then eliminate the varialbde from (1) by means of the relatiog” = c, then we will
obtain a system (] that consists af — mequations im — 2 variables and has rank 2
4. We can then once more reduce it to a systé¢firank 2 — 6 by a relationy” =

cs, etc. After the" step, we will arrive at a system{1in n — v variables that has rank
zero; i.e., it is integrable without restriction anah take the form:

d@s (C1, C2, ooy X1y oy %) =0 G=1,...n—m.
The equations:

(33) vi=c, V=, o Y =0y, @s=Csry (s=1,2,..n—-m

will then define an integral equivalent to (1) for arb§yraalues of the ; i.e., equations
(1) will be a consequence of the relations:

dy. = 0, dyf’=0, ., dy¥P=0, dgs=0.

If one then understandsg (y.+s , resp.) to mean those functions»af, ..., x, that arise
from yi™ (gs, resp.) when one eliminates thefrom them in succession by means of

equations (33) then the system (1) can obviously be broughthe following reduced
form:

(34) dypss = 2/79 dy, (s=1,2,...n—m,

i=1

in which the functionsrs of the variablesx can be calculated by means of linear
equations by comparing the two systems (1) and (34) as sae, Yo, ..., Vv, Y1,

..., Yun-m are known. In order to exhibit that reduced form, onestnascertain an
integral of:

an m- 2p-parameter complete system in n variables,
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and finally, all integrals of am{— v)-parameter complete systemnr- v variables. The
orders of the operators that are necessary for thisgual to:

n-m+2n, n-m+2n-2, ey, N—=mM+ 2 n-mn-m-1,...,3, 2,1,
resp., when one uses thee-M ayer method.

6. — The two caseg > 1 andv = 1 exhibit a completely different behavior in the
further treatment of the reduced form (34). Namely, ltagethe:

Theorem I 11:

A system of n — fafaff equations whose characterase and whose rank i8v > 2
always possesses n — independent integrable combinations.

Since one has:
(35) A A = ai [Bf (,k=1,...,m)

identically due to (17) and (22), in which one sets:

n-m

+2

aXm+1 s=2 Xm+ S

(36)

clearly our theorem can also be expressed:
If one forms all equations:
(37) AA)=0

from a system of linear partial differential equats (32) and obtains just one new
equation:

(38) Bf=0

then equation$32), (38)will represent a complete system, assuming thatahk of the
matrix (24) is greater than two.
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Since the assumption that was just made will break dowire case ain = 2, we can
assume thamn > 3. Ifi, k, | are any three indices in the sequence 1mthen one will
have theJacobi identity:

(39) (A A A) + (ACA) A) + ((AA) A) =0,
or, from (35):

(aa Bf, AY) + (i Bf, A)) + (@i Bf, A) =0,
so:

(40) a1 (B, AY) + a1 (B, Ai) + a1 (B, A) = Bf OA a1 + A ar + A ai1)
However, one has:

(A A) = (Za% Aj

identically, so if one replaces the other two tenrm&9) with corresponding expressions
then it will follow from evaluating the bracket symbahat the expression:

n-m

Z|:A a'ks gnakr aaﬂ} af

s=1 axm+r aXm+s
n-m[ n-m aa5| ] af
+
;_ Zadl’ axm+r_axm+s
n-m[ n-m aaSk ] of
+ = ) -
;_Ak ahs ; a|k axmﬂ | axm+s

will vanish identically. In particular, when one resal22) and (36), the identical

vanishing of the coefficients efiwill imply that:

1
A aikt +A i +Acain = ak B ay + aa B &g + @1 B ax,

so the identity (40) can be written:

(41) Dgi aun + Dok a + Doy @iz =0 (.k1=1,2, ..m

when one sets:

(42) Pg=-Py =B A)-Bf B a,
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to abbreviate. All of the four-rowed principal sub-detieants in the skew-symmetric
(m+ 1)-rowed determinant:

0 q)01 q)oz P am

q)10 0 Ay ot Qg

(43) cho Ay 0 R - P
q)mo Qg1 Qpr 0

that include elements of the first row and column wainish then. From known
theorems on skew-symmetric matrices, either absolaklyour-rowed principal sub-
determinants of (43) will vanish — i.e., the rank of therxg24) will be two — or allPy,
will be identically zero; i.e., one will have:

(44) B A) =Bf B a; (=12 ..m,
which was to be proved.
7. - Since equations (32), (38) always defines a completensystine case > 1, the
equations:
(45) Os—mgd1 =0 6=2,3,...n—-m
will represent a system that is integrable withoutrietgon. Let:
(46) Lyw2=C, Dw3=Cz, vy Zopnem = Co-mel
be the integral equations of (45). Their left-hand swiéghen be mutually-independent

with respect tmn2, Xm+3, ..., Xn . If one eliminates the latter from the system l§§)
means of (46) then it will be converted into a sirigflaff equation:

(47) et = D B (4 XKoo K1 G G G g) AX

i=1
Now, that can be brought into the normal form:
(48) d¢2v+1 = ¢v+1 d¢l + ¢v+2 d¢2 +...+ ¢2v d¢|/,
in which theg means 2 + 1 independent functions &f, ..., Xm1 . If One lets denote

what ¢x becomes when one replaces thevith their values in (46) then the system of
equations (1) will take the normal form:
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(49) { a) dz,.,=37,dz+ z, d&# 7z ¢z

b) d22v+2 =0, d%/+3: 0, - d%m—m =0,
which will make the functions:

(50) 21,20, ...y Znome2

mutually independent. The fact that fiaff equation (47) can, in fact, be brought into
the normal form (48) already follows from the facatttany other assumption on the
number of terms in the right-hand side of (49a) wouldncempatible with the ranki2
of the system (1). One will then have the:

Theorem 1 V:

A system oPfaff equations with character one possesses no other invariants besides
the number n — m of equations and the ranmkn the case wher2v > 2.

If one considers the functions (50) and any otimer 2v variablesz to be new
independent variables then the system (28) will take time: fo

L 6=1,2,..m-2.
aZn—m+2|/+s

The functions (50) are then the solution to the sy$&8n As in no5, one can choosg

to be an integral of equations (28) that is independenh@fsblutions (46) of the
complete system (32), (38). The further reduction follgust as it did in no5.
However, if one determines the common integral (46hefstystem (32), (38) in advance
then, as is known from the theory of tRiaff problem, the determination &f, z, ...,

2y, w1, Will generally require:

2v+1,2v-1,...,53,1
operations, respectively, which represents a simplifinan comparison to the method in

no.>5.

8. — When written in terms of the independent variables..., z,, the family (10)
will take the following form:

z of of e of s of
Zah[—+zv j+2rh—+ > w“a_;’
h=1

+h
aZh 0 Z, ., h=v+1 Lok kememrv+l

in which the g, 1, w mean arbitrary functions of af . That family includes the
following one:
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of . of
+

a%ﬂ k=n-m+2v+1 a .

(51) I,

The infinitesimal transformations of that familyeahe only ones that will change the
left-hand side of #faff equation that is obtained from (49) by linear combinaitibm an
expression of the form dz by means of (49). The complete system:

of -0, izo k=n-m+2v+1,...,n)

0, oz,

(52)

possesses the integrals:

(53) L, oy 2y, L2, 23, ooy L2pn-m -

If we then wish to determine the most general infimbagitransformation (8) of the
family (10) that fulfills then — midentities:

(54) XOs= o da s=1,2,..n—-m

by means of (1) then due to the invariance of the statmokerties oXf, we must obtain
an expression for the most general transformatioth@ffamily (51) and the complete
system (52) in the original variablgs, ..., X,. Similarly to what was done in n@, the
linear equations:

(55) ifkaklzmA n (=1,..m

will follow from the conditions (54), and one will have
(56) Os= Us Oh (s=2,3,...n=n),

in which theis are defined by (22). Sinee satisfies the system (28), by assumption, one
will have the identities:

Z{i(k)Azlso i=12,...m-2v).

It follows immediately from this that the rank of th@atrix that belongs to the system of
equations (55) is12. Those equations then possess- 2v + 1 linearly-independent
systems of solutions, namely, tive— 2v systems (25) that correspond to the assumption
oi =0, and another one:

(57) g(l(m—2v+1), - g(ngm—2v+1), o (OZI. :,'E O) )

The equations:
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(58) O:X(k)fszgﬁ"‘)g—f (k=1,2,...m-2v+1)
)(i

i=1

then represent the complete system with the inte®8)s Ifz is an arbitrary solution of
it that is independent @ and the functions (46) then the rank of the matrix biedongs
to the system of equations:

szam:TlAi z1+nDA B i=1,..m
k=1

will be, in turn, 2. Those equations will then possess 2v + 2 linearly-independent
solutions, namely, the system (25), for which thand 7, vanish, and furthermore, (57),
in whichn = a1, o =0, and finally, another one for whiagh # 0. One will then get the
complete system:

x®f=0 k=1,2,...m-2v+2),

which has the functiong, ..., z,, zZus, Z:-m2 . The proofs of those assertions then
follows by analogy with the previous ones from the eriste of a family of
transformations that change any arbitrary combinationegfiations (49) into an
expression of the form; dz + A, dz . In general, then will imply the following: If the
functionsz, ...,z (r < v) are determined from the normal form (49) then the eopstti

zgkaiklzm.Ai n+t+wAznt+...twAzZ
k=1

will possessm - 2v + r independent systems of solutions. &f9, ..., &% are the
associated system of values §then the complete system:

i=1

zfi(k)s—ffx(k)fzo k=1,2,...m=2v+r)
Xn

[in which the £ are ascertained from (9)] will have the solutiansz, ..., z,, Zy ++1,

m+s
Zy 4142, ---, Zn-mi2y, @Nd the functioz g (zr+1, resp., in the cagse= v) will be a solution of
it that is independent & , ..., z,, and the functions (46). That process, which allows
one to exhibit the successive complete systems thag sedetermine tha, ..., z,
explicitly, is, as one sees, nothing but a modification of tlewkrrobenius method for
exhibiting the normal form adnePfaff equation.

9. — We now turn to a consideration of the case 1. From no5, we next get a
reduced form for the system (1) here:

(59) dys+1_¢s dyl =0 (S: 1,2,...n— n),
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in which the functionsyi, y», ..., Ya-m+1 are independent of each other, so one can
introducem — 1 other arbitrary variables:

(60) Yn-m+#2, Yn-m+3, -y Yn

along with them in place of theas new variables. Due to (59), the bilinear covariant
will then assume the form:

m-1 6
S (G meies 1 — Snmeeadiyn) = 0.

i=1 0 n-m+ i+l

Since that should reduce jiest oneindependent one, one must have:

99, = P 04, =12 ..m=-1;s=2,...,n=n).
ayn—rm i+1 ayn—rm i+1

Hence, the functiongs will reduce tojust oneindependent one with respect to the
variables (6), which we would like to denote Yym ; the system (1) can then be
brought into the form:

(61) { dY, = Yoz A% =0,

dy2+s_¢s(y1’ y21""yn—n+2)dM:O (5:1'2"' » ml)

If equations (1) possess integrable combinations then onemede just as many
functionsg@s vanish.

The functionsy, ..., Yo-m+2 are the solutions of the complete system (28). Otle wi
obtain the complete system that possesses only ggrafgys, Vo, ..., Ya-me1 in the form
(58) as above. One sats= 1 in it, and the quantitie§™, ...,&™ will be the system of

solutions of the equations (55) when one replacesth y; on the right.

10. — We now address the question: Under what conditions tiagll system (1)
possess the normal form:

62) { a) dz =0, dz=0, .- dz,=0,
b) dZ+2_ 443 d¥:O! qu_ 44 qE 0, - nd%u_ n—ff 2 QZO,

in which the functions:

(63) 21, 2o, -y Znome2

are independent of each other?
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It is self-explanatory that only orféfaff system with character one, rank two, and
havingr integrable combinations can possess such a normal &mchthat the functions
(63) are the integrals of the complete system (28).

Should the normal form (62) exist then, above alhuist be possible for the system
of equations (1) to be reducible to the following form:

(64) { 8) 470~ 7 d2=0,

by O,=dz-¢.,dz=0, ($2,3,..,7r n)

in which the quantities (63) are independent functions ahd theys depend upon only
the variables:

(65) Zl’ 22’ R | Zr1_ml Zr1_m+'1!

but not uporg,-n2 . If we introduce the functions (63) and any other 2 variables
Zv-m+3, ..., Zn @S new independent variables then the family of infinitakim
transformations that were denoted by (10) will take theafor

of of of
U(_-*_ VANET Zws j + Z Tia_z’

0z, 64 T o2 ' Zema2  i=noms

in which theg, rmean arbitrary functions @, ..., z,. The following one is included in
that family:

(66)

n

DR

azn m+2 i=n—-m+3

An arbitrary infinitesimal transformation of that fdynleaves any linear combination of
the equations (64.b) unchangay means of just those equatipnsile it will change an
arbitrary combination of equations (64.a), (64.b) by an exjresd the formo dz by
means of the system (64.a, b). In order to get necessadjtions for the existence of a
reduced form (64), we must observe when there exists-aid-parameter family among
the transformations (10) whose transformations chaewgh equatiorils = 0 by an
expressiorus dz by means of (1), and at the same time leave a systarm m —1 Pfaff
equations that is contained in (1) invariant.

Should an infinitesimal transformation (8) that satsfthe conditions (9) fulfill the
identities:

(67) XUOs= gsdz (s=1,2,...n—m)

because of (1) then one will get the relations (55) (&6, as in no8. Now, gi cannot
vanish, in general, since otherwie would leave the system (1) invariant, so it would
belong to the family (26). Now, K f satisfies the relations (67), in which # 0, then
the system of equations:
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(68) D;:DS—ﬂsmlzo (S:2, 3,,n—n)

will remain invariant under the transformatignf by means ofl); i.e., one will have the
identities:
X(Os—us7) =0 [by means of (1)],

and there will obviously be no othe— m— 1-parametePfaff system in (1) that has that
property. If a reduced form (64) exists at all then tistesy of equations (64.b) must be
equivalent to the system (68). The latter systenmvariantly coupled with the given

equations (1), since it has the form:

s — s Do = D (85— f ) dx =0 6=2,...,n—m),

i=1

and the adjoint system of linear partial differahttquations will then consist of the
equations:

(69) A f=0, A f=0, ey Anf=0, Bf=0,
but since those equations are equivalent to thefsetations:
(70) Af=0, AA)=0 (,k=1,...,m),

our statement will follow immediately from the thiem ofEngel (%) that the system (70)
is invariantly coupled with the system of equatidns= 0.
We would like to call equations (68) tterived system df.).

11. — The elimination of thé& from (55) then shows that must be an integral of the
system (28). |If that is the case then equatio® (@Il possesan — 1 independent
systems of solutions. We must now observe whethdrhowz, can be determined such
that them — 1 infinitesimal transformations f of the Pfaff system (68) that one obtains
from (55) are left invariant not only by means dY, (buteven by means ¢88) alone To
that end, we must next write out the conditions tlee system (68) to admih — 1
infinitesimal transformations of the family (10)alt.

If we write:

Ds mi1 = Ls bsi = asi — 14s & s=2,3,n-n

+za

BfEBm+1f_

Xoes

() These Berichte (1889), pp. 165.
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B f=B; f-ay Bme f = %*g(% _ﬂsali)a"f+s |
bis = Bi bsk — Bx bsi (i,k=1,2,..m+1)
then we will have:
(71) Prme1,i,s = Bmer @si = fs Bmer @ai — A s,
(72) biks = = Diis = @1k bme1,i, s = @i Bme ks (,k=1,2,...m

identically, due to (22).
From no.2, we now write the conditions for the system (@Batimit the infinitesimal
transformation (8) as follows:

m+1

D &b=0 6=2,...,n—m;i=1,..m+1)
k=1

or if one recalls (72) and (9):

aliEEfkbm,k,fO i=1,..m;s=1,..,n—-m),
k=1
(73) D> &b =0 6=2,..,n—m.
k=1

If all bm1, k s Vanish identically then the derived system (68) e integrable without
restriction, and we will get the normal form (49y fthe system (1) by means of the
method of no.7, in which one set = 1; we can then ignore that case. Now, since
equations (73) should possess- 1 independent systems of solutions, by assumptio
they must all be equivalent to one of them — dag first one; i.e., one must have:

(74) B,k s = Hibmea k2 (s=3,4,...n-k; k=1, ...,m).

As a result of this, due to (72), alis (the quantitieds, resp.) will be proportional; i.e.,
the derived system (68) has character one. Cagiyerd that is the case then the
conditions (74) will be fulfilled.

We have then obtained as a necessary conditiothéoexistence of a reduced form

(64) that the derived syste(@8) of the equation§l) must, in turn, have character qnar
in other wordsthat the equations:

(A\B)=0, (B)=0, .., @mB)=0
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must, in turn, yield one and only one equation by mea(GOpf
In fact, due to (71), that will be expressed by the canst(74).

12. — We would like to further assume that the derived systsitisf that condition.
Its rank is obviously two then, and it will admit afansformations of then{ — 1)-
parameter family:

(75) o XVf+ L+ g XD

in which we have set:
s of
X (M1) ¢ = Q(i(k)_’

0%
and theé™, ..., & mean the system of solutions to the linear equation:
(76) zgk Brisi2= O-
k=1

Among those solutions, one also finds the- 2 systems (25). In order to show that, it
will suffice to prove that the relation (76) is a sequence of equations (23). Now, since
one has:
= of
®o= Db
s=2

m+1,l,s
e s

identically, when one recalls (71) and (42), and sincedhk of the matrix (43), as well
as the matrix (24) is equal to two, moreover, one vélleh from known theorems, the
following table for it:

Dy, Py, o Py
0 Alzl Ajml
Aﬂll Anzl 0

which will immediately go to the matrix of the systefhequations (23), (76) when one
replacesf with xm2 in it; (76) will then be a consequence of (23), and we tbam
identify the firstm — 2 terms in (75) with (26).

Now, if X fis an arbitrary infinitesimal transformation of tfamily (75) for which
P # 0 then one can determine a funct@such that the relations (55) are fulfilled. In
fact, due to the fact thad,-1 # O, one will also havegy # 0, soéi, ..., &nwill be a
system of solutions of (55) that is linearly independenthefm — 2 systems of values
(25). The elimination otn will then yieldm — 1 conditions for that can be written in
the form:
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>EAz=0,  YEUAZ=0  k=12..m-2),

as one will see when one multiplies equations (56, fiy &, ..., &, and then byé",
..., &% and adds them each time. The functipis then an integral of the system:

m !

(77) xWf=0, x®@f=0, ..., x™Yf=p,

which is complete, from n&.

13. — If one introduces the integrals, z, ..., Znm+1 Of the system (77) as new
variables, along with other variableg..>, ..., z,, then that will convert the derived
system (68) into equations of the form:

n-m+l

2 Bi(Ze s Zma) 220 6=1,2, ..n-m-1).

If one brings that into the reduced form (64.bpnir no.5, then the still-remaining
equation; = 0 will take on the form:

dzy-m1— ¢dz =0
due to (64.b).
After introducing thez , the differentialdz,-m:2, ..., dz, cannot actually appear in
equations (1) any more, since the family (75) thatontained in (10) will now assume
the form:

of of
o. +...+0g —

" 07, "oz,

Obviously, the functiorny does not depend upon just, ..., Z,-m1, Since otherwise the
system (1) would be integrable without restrictiosu® can then writ&, .2, instead o¥,
and have the:

Theorem V:

In order for aPfaff system(1) of character one and rank two to possess a reduced
form (64), it is necessary and sufficient that its derived syq@8) must, in turn, have
character one (or zero).

14. — We now denote the given system (1)yts derived system b$’, and assume
that S” has character one, so it will again possess aeatksystent”, about which, we
make the same assumption, etc., until we arriva aystemS "™ whose derived
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system has character zero; i.e., it is integrablbowit restriction. Therefore, from n®,
S which then consists of+ 1 equations, can then take on the normal form:

(78) d22 =0, dZ?, =0, ..., er+1 =0, er+2 - Zr+3dZ]_ =0.

From no.13, the systens "™ 2 will then arise from (78) by appending a relation of the
form:
dz.3—z+4dz =0,

and likewiseS ™™ will arise by appending an equation:
dz+4—2z+5dz =0,

etc. The assumptions that were made about the sivecegstemsS S, S, S, ... will
then be sufficient for the existence of a normahfd62), and as one sees immediately,
also necessary. We then have the:

Theorem VI:

A Pfaff system(1) with character one and rank two will have a normal fdB8) iff
the relations:

BA)=0, BA)=0, .., BAY=0

yield one and only one new equation B 0 by means 0f32), (38),so when the
equations:
(B'B) =0, B'A)=0 (=12 ..m

likewise reduce to only one new equatiofhfB 0 by means of the foregoing, etc., until
one arrives at an equation 8™ f = 0 that defines a complete system along with the
foregoing one.

The fact that these conditions express an invariamepiyp of the system (1) follows
immediately from the theorem &hgel that was cited in nd.0.

As one sees, the number — m of equations and the number of integrable
combinations are the only invariants d®faff system of that kind.

From no.7, exhibiting the normal form for the syste&will require:

rrr-1,..3,2,1,3,1
operations, resp., which are required to exhibit the abform (78) for the system

S ™D put no others, in addition.

15. — A normal form (62) always exists in the case ofstesy (1) of character one
and rank two that consists oo equations, so in particular, for any arbitrary two-
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parameteiPfaff system in four variables, whidBngel has shown already)( In order
for a system of three equations in five variablesithabt integrable without restriction:

Oxoss =ag dxg +ag dx (s=1,2,3)

to possess one of three normal forms:

dz =0, dz =0, dz —zsdz =0,
(79) dz =0, dz —zdz =0, dz —7zsdz =0,
dz —z3dz =0, dz —zdz =0, dz —zsdz =0,

it is necessary and sufficient for the identities {o4¢xist, so when one sets= 5,m= 2
in them. Upon eliminatings, one will then get a condition:

0= Bazl_luzBan_ A:uz B%l_/'%Beh_ Aius
Bazz_luzBaiz_ A&:uz B%Z_N3qu_ %U
in which one sets:

of 3 of
Ai f = —+ i~ !
axl S=laS aX2+s.
Arag —Aras = s (A a1 —As a11) (s=2,3),

_ of of of
= + U, —+

Bf= L 2
o Heax e

Among thePfaff systems of character one for whioh= 3, one will find many
special cases that are important for the theory digbalifferential equations with two
independent variables. For instance, if one considethitee-parameter system in six
variablesx,y, z. p,q, r :

dz=p dx+q dy,
(80) dp=rdx+sdy
dg=-s dx+tdy,

in which s andt are defined by two equations of the form:

(81) s=g(xy.zpar), t=¢KXy.zpqrn,

() These Berichte (1889), pp. 175.
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then the conditions for (80) to have character onktl&n express the idea that the two
partial differential equations (81) define a system in invaiut The system (80) will
then possess one and only one normal form (79) whenihduinctionsg and ¢ are
completely linear inr ; i.e., when the five-fold infinitude of common seconder
characteristic strips of the two equations (81) alwaygain a simple infinitude of first-
order strips of them'.

Munich, in May 1898.

() | have explained the meaning of the bilinear covarfianthe theory of partial differential equations
in two independent variables in the papers “Ueber simelteartielle Differentialgleichungen 1l O. mit 3
variabeln,” Sitz. math.-phil. Classe der kon. bayekadh Wiss25 (1895), pp. 101 and “Ueber gewisse
Systeme PFAFF'scher Gleichungeihidem pp. 432.



